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A B S T R A C T

We report numerical investigation of mid-infrared supercontinuum (SC) generation in all-normal dispersion
(ANDi) As39Se61 chalcogenide photonic crystal fiber (PCF). Numerical results, obtained by using the Finite-
Difference Frequency-Domain (FDFD) method, indicate that desirable dispersion properties can be achieved by
adjusting the air holes diameter and ANDi regime is obtained over the entire wavelength range with a PCF pitch
and air holes diameter of 1.8 µm and 0.7 µm, respectively. Besides, the optimized design has a nearly zero
dispersion wavelength of 3.45 µm and exhibits high Kerr nonlinearity of 5.89 w−1 m−1. By pumping 50 fs
duration laser pulses at 3.45 µm, we demonstrate the generation of a broad, ultraflat-top and highly coherent SC
spectrum extending from 2.43 µm to 4.85 µm at 4 dB spectral flatness and from 1.95 µm to 6.58 µm at 8 dB, by
employing very low energy pulses of 50 pJ and 250 pJ, respectively. Owing to its remarkable optical char-
acteristics, the proposed SC source based on As39Se61 chalcogenide glass PCF is found to be suitable for various
potential mid-infrared applications such as optical coherence tomography, mid-infrared spectroscopy and me-
trology.

1. Introduction

Broadband light sources spanning the near and mid-infrared spec-
tral region based on Supercontinuum (SC) generation process has been
an attractive research topic during the last two decades [1]. As a fun-
damental feature of nonlinear optics, SC generation is defined as the
substantial spectral broadening of laser pulses, occurred during its
passing through nonlinear medium such as planar waveguides, optical
fibers and Photonic Crystal Fibers (PCFs) [1]. Since the first experi-
mental demonstration of continuum generation in bulk glass reported
by R.R. Alfano et al. [2], SC has been increasingly involved in various
photonic applications covering the visible and infrared wavelength
ranges such as pulse compression, Coherent Anti-Stokes Raman Spec-
troscopy (CARS), telecommunications and atmosphere pollutants sen-
sing [3]. Specifically, in broadband spectral imaging, mid-infrared SC
sources are required to cover the molecular fingerprint spectral region
where distinctive vibrational absorption features are exploited to
identify the different molecules [4]. Moreover, ultra-flat and broadband
SC sources are employed in mid-infrared Optical Coherence Tomo-
graphy (OCT) systems for the analysis of polymers, ceramics and some

biochemical elements including phosphate, carbonate and collagen
amide [5]. Compared to other mid-infrared light sources such as syn-
chrotron radiation sources, quantum cascade lasers and thermal emit-
ters, SC sources are preferred due to their suitable characteristics such
as high coherence, high brightness, compactness and portability [6,7].

SC generation in optical waveguides usually requires pumping short
(femtosecond) and high peak power laser pulses, where the drastic
spectral broadening, occurring even over short propagation distances, is
achieved through the contribution of several linear and nonlinear op-
tical effects [8]. For waveguides with anomalous chromatic dispersion
regime, the soliton dynamics including soliton fission, dispersive wave
generation and Raman soliton self-frequency shifting are the main
contributors to the SC formation and evolution [9]. Furthermore, SC
generated by pumping in the normal regime of dispersion is achieved
through the Self-Phase Modulation (SPM) and Optical Wave Breaking
(OWB) mechanisms [10]. The main difference between the two regimes
of pumping is the pulse-preserving aspect, high coherence and the
spectral flat-top feature, which are substantially improved in the
normal regime. This is explained by the fact that SPM and OWB are
nonlinear self-seeded processes that preserve the optical pulses integrity
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and the smoothness of their phase distribution [11]. Therefore, rea-
lizing SC sources with high brightness, high spectral flatness and high
coherence requires a careful design of the optical waveguide to achieve
both All Normal Dispersion (ANDi) and high nonlinearity and opti-
mizing the initial laser pulses properties such as the pumping wave-
length, the pulse duration and peak power [12]. Among various kinds
of optical waveguides, PCFs have drawn a tremendous attention and are
extensively used for the design of broadband light SC sources [13]. The
main advantage of PCFs, compared to other optical waveguides, con-
sists of their design flexibility through the adjustment of the cladding
air holes lattice configuration, air holes diameters, photonic crystal
pitch and the background glass [14]. Consequently, the chromatic
dispersion properties can be easily engineered and high optical Kerr
nonlinearity can be attained by controlling the PCFs opto-geometrical
parameters [15]. Moreover, PCFs made of optical glasses with high
nonlinear refractive index, such as chalcogenides and tellurite, are
widely used to realize various nonlinear photonic applications [16–21].

Chalcogenide (ChG) glasses are non-oxide materials composed from
the addition of metalloid elements such as Ge, As, Sb or Ga to one of the
chalcogen elements S, Se, and Te [22,23]. ChG glasses have acquired an
increasing interest because of the possibility of achieving glass systems
with wide composition space and excellent resistance to crystallization,
enabling to achieve suitable optical properties such as wide transpar-
ency window, spanning near-infrared and mid-infrared regions, high
optical Kerr nonlinearities and high linear refractive indices [24]. Ac-
cordingly, ChG glasses have been recognized as an excellent candidate
for the design of near and mid-infrared PCFs based SC light sources
[1,22]. Recently, numerous theoretical and experimental works on the
generation of coherent SC in the mid-infrared region employing ChG
glass based ANDi PCFs have been reported [25–33]. P. Yan et al re-
ported numerical investigation of coherent 2–5 µm bandwidth SC gen-
erated in As2S3 flat-top ANDi PCF achieved by pumping 610W peak
power 50 fs duration pulses in 2 cm length of the fiber [25]. M. R. Karim
et al theoretically studied a dispersion engineered Ge11.5As24Se64.5
based PCF for mid-infrared SC generation [26]. Ultraflat and coherent
SC spanning 1.5 octaves is obtained by injecting 5 Kw peak power
pulses at 3.1 µm in only 1 cm length of the optimized PCF design. Lai
et al experimentally demonstrated coherent mid-infrared SC generated
in four holes ChG AsSe2-As2S5 multi-material optical fiber with ANDi
profile [27]. The authors have shown that SC spectrum spanning the
region from 2.2 µm to 3.3 µm is achieved in 2 cm long fiber pumped
with 2.7 µm pulses obtained from an optical parametric oscillator.
Furthermore, B. Siwicki et al presented a nano-structured graded index
core fiber made of As40Se60-Ge10As23.4Se66.6 glasses with flat and
normal dispersion in the mid-infrared region [28]. They have numeri-
cally demonstrated that using 1 nJ pulses with a duration of 200 fs
pumped at 6.3 µm, enable the generation of more than one octave
spanning SC at 20 dB spectral flatness. Multi-material Triangular Core
microstructured optical Fiber (TCF) using Ge11.5As24Se64.5-
Ge11.5As24S64.5 ChG glass has been, also, investigated [29]. The ANDi
regime is optimized by adjusting the core side length and SC extending
up to 7 µm has been realized using 3 kW peak power 100 fs duration
pulses launched at 4 µm into 10mm of the TCF length. S. Xing et al
experimentally studied linearly chirped mid-infrared SC generated in
ANDi PCF made of AsSe-GeAsSe ChG system [30]. The authors have
shown that launching at 2.070–2.080 µm, 2.9 Kw peak power and 79 fs
duration optical pulses generates mid-infrared SC spanning a wave-
length range with a bandwidth of 27.6 THz at 3 dB and 75.5 THz at
20 dB. Moreover, introducing a small defect into the PCF core has been
used in the aim to control its chromatic dispersion profile and achieve
ANDi regime [31]. In this respect, E. Wang et al theoretically studied
ANDi As2Se3 based defected core PCF for flattened and broadband mid-
infrared SC [32]. By injecting at 4.375 µm, 50 fs width and 4.25 Kw
peak power pulses into 6mm long PCF, flat and broadband SC ex-
tending from 3.866 µm to 5.958 µm at the spectral level of 3 dB is
successfully generated. A more simple way to control the PCF

dispersion profile is through an appropriate adjusting of the cladding
air holes radius. By employing this method, we have reported the de-
sign of a Ga8Sb32S60 ChG glass based PCF, exhibiting ANDi profile for
mid-infrared SC generation [33]. We have numerically shown that
pumping at 4.5 µm, 50 fs width and 20 kW peak power into a 1 cm of
the PCF length, generates coherent and broadband SC spectrum span-
ning the wavelength region from 1.65 µm to 9.24 µm at the 20 dB
spectral flatness.

Recently, E.A. Anashkina et al. reported the design and the fabri-
cation of tapered suspended core fibers made of As39Se61 ChG glass for
mid-infrared wavelength conversion of ultra-short signals [34]. The As-
Se glass system has excellent optical properties such as wide trans-
parent window extending from 0.85 to 17.5 µm with an ultra-low op-
tical loss in the range of 4–7 µm, high linear refractive index in the
range of 2.75–2.81, high third-order nonlinear refractive index of
2.2× 10−17 μm, high resistance to atmospheric moisture and ex-
cellent chemical stability [34]. The authors have experimentally de-
monstrated that wavelength conversion can be achieved for ultra-short
optical pulses at the wavelength 1.57 µm. Moreover, numerical simu-
lations on SC generation have been performed and broadband spectrum
spanning the region from 1 µm to 10 µm has been achieved by pumping
100 pJ pulses at 2 µm. However, the generated SC spectrum is not
smooth because of the anomalous dispersion regime exhibited by the
proposed fibers. Besides, the proposed suspended core fiber in multi-
mode, therefore, the output SC power is reduced due to an intermodal
energy transfer caused by Four Wave Mixing (FWM) nonlinear coupling
process between the different guided modes [35]. With simultaneously
taking advantage of the excellent optical properties of the As39Se61 ChG
glass and the design flexibility of PCFs, flat-top, broadband and highly
coherent mid-infrared SC generation can be achieved by suitably en-
gineering the PCF chromatic dispersion profile to exhibit ANDi regime.

In this paper, we theoretically investigate As39Se61 ChG glass based
single mode triangular lattice PCF with a chromatic dispersion profile,
engineered in order to generate broadband, coherent and ultraflat-top
mid-infrared SC spectra. Aiming to achieve ANDi regime, the PCF cross
section is specifically designed and optimized by suitably controlling
the radius of the cladding air holes. Accordingly, the PCF linear and
nonlinear optical parameters such as effective index, chromatic dis-
persion, effective mode area and Kerr nonlinear coefficient are com-
puted by using the Finite-Difference Frequency-Domain (FDFD) method
associated with the Perfectly Matched Layer (PML) absorbing boundary
condition. Furthermore, nonlinear propagation of laser femtosecond
pulses and spectral broadening inside the proposed As39Se61 PCF core is
accurately modelled by numerically solving the Generalized Nonlinear
Schrödinger Equation (GNLSE) and employing the fourth-order Runge-
Kutta in the interaction picture method. Moreover, we analyze the
impact of pulses initial characteristics (duration and peak power) and
the seeded noise on the generated supercontinuum bandwidth and co-
herence, respectively.

2. Theory

2.1. Linear and nonlinear properties of the As39Se61 PCF

Aiming to numerically calculate the effective refractive index and
the optical field distribution of the fundamental mode, we have em-
ployed the FDFD method [36]. By applying the PML boundary condi-
tion, the Maxwell's equations for both the electric E and the magnetic H
fields, respectively, are expressed as following:

⎧
⎨⎩

= ∇ ×
− = ∇ ×

ik sε E H
ik sμ H E

r

r

0

0 (1)
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where = −s σ iωε1 /( )x x 0 and = −s σ iωε1 /( )y y 0 .
k0 is the free space number, εr is the medium relative permittivity, μr

is the medium relative permeability, σ represents the conductivity
profile and ω is the angular frequency. Using a suitable meshing scheme
for the PCF structure, the system of equations given above is trans-
formed into a matrix eigenvalue problem. For a given excitation wa-
velength, a sparse matrix approach is applied to calculate the effective
refractive index neff and find the mode optical field distribution [37].
The refractive index of As39Se61 ChG glass is approximated to that of
As38Se60 [34]. The wavelength dependence of the As38Se60 ChG glass
refractive index has been measured in the wavelength range from
1.5 µm to 12 µm, as reported by [38]. The refractive index values of the
As38Se60 ChG glass are fitted and approximated by using a two-term
Sellmeier model given by:
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With =a 3.74640 , =a 3.90571 , =b 0.40731 µm, =a 0.94662 and
=b 40.0822 µm [39]. Fig. 1 shows the evolution of the As38Se60 glass

refractive index obtained from experimental measurements and the
Sellmeier model. As it can be seen, an excellent agreement is found
between the measured and the calculated values of the refractive index
where the values of the summed squares of residuals and the root mean
squared error are found to be × −5.87 10 7 and × −2.31 10 4, respectively
[39]. The chromatic dispersion, which include both the material dis-
persion and the waveguide dispersion, can be calculated from neff using
the following equation:

= −D λ λ
c

d n
dλ

( ) eff
2

2 (4)

where λ and c are the wavelength and the speed of light, respectively.
The Kerr nonlinearity coefficient γ is expressed as [12]:

=γ n ω
cAeff

2 0

(5)

With = × −n m W2.2 10 /2
17 2 , is the nonlinear refractive index for

As39Se61 ChG glass [34] and Aeff represents the effective mode area
given by [35]:

∬
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where Erepresents the amplitude of the transverse electric field.

2.2. Modelling of SC generation

Nonlinear pulse propagation and SC spectral evolution inside op-
tical fibers can be modeled by using the GNLSE. It describes the pulse
evolution during its propagation within the PCF core, taking into ac-
count the different linear effects (optical loss and chromatic dispersion)
and nonlinear effects (Kerr effect, Stimulated Raman Scattering and
Self-steepening) [40]:
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With ψ z t( , ) the complex envelope of the optical pulse field, z is the
propagation distance and t is the retarded time. The left side of the
GNLSE encompasses linear effects where α is the optical loss coefficient,

= =β d β dω( / )n
n n

ω ω0 are the dispersion coefficients calculated by a
Taylor series expansion of the propagation constant and ω0 is the pump
pulses carrier frequency. The right side includes the nonlinear effects
where pulse self-steepening effect is characterized by the shock term

=τshock ω
1
0
, γ is the Kerr nonlinearity coefficient, h t( )R is the Raman

response function and fR represents the Raman fractional contribution
to the overall nonlinear response and it is equal to 0.1 for the As39Se61
ChG glass [34]. The Raman response function is described by a function
representing two decaying harmonic oscillators with fractional con-
tributions of fa and fb respectively [34,41]:
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With =f 0.7a , =f 0.3b , =τ 231 fs, =τ 2302 fs, =τ 20.53 fs and =τ 2604 fs.
Aiming to accurately solve the GNLSE, we have employed the

fourth-order Runge-Kutta in the interaction picture method (RK4IP)
[40]. This algorithm has been successfully implemented to study the
Bose-Einstein condensates and is found suitable to describe optical
pulses propagation due to the similarity between the GNLSE and the
Gross-Pitaevskii equation [42]. Besides, the RK4IP method has shown
high computational efficiency compared to other split-step schemes
such as simple split-step, symmetric split-step RK2, and symmetric split-
step RK4 [40,43]. The RK4IP method is based on the separation of the
dispersion effects from the nonlinear effects by transforming the GNLSE
into an interaction picture. This approach allow to use explicit techni-
ques to find the solution and achieve high numerical accuracy [44,45].

The coherence properties of the SC generated in the proposed
As39Se61 PCF are numerically evaluated through the calculation of the
modulus of the complex degree of first-order coherence as follow [46]:

=
< >< >

< >< >

∗
g λ

E λ E λ
E λ E λ

| ( )|
( ) ( )

[ | ( ) | | ( ) | ]12
(1) 1 2

1
2

2
2 1/2 (9)

where the angle brackets represents an average over an ensemble of SC
electric fields pairs, generated independently. For each of the SC gen-
eration simulation, we consider the addition of a quantum noise, gen-
erated based on the one photon per mode model [47]. Accordingly, we
add a photon with a random phase to each frequency bin, where the
amplitude of the noise seed is given in the frequency domain by the
following expression [48]:

=δ ω ω exp i πφ ω( ) ℏ
ΔΩ

( 2 ( ))OPM (10)
Fig. 1. Measured and calculated refractive index versus wavelength of the
As38Se60 ChG glass.
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Fig. 2. Cross sectional view of the proposed As39Se61 ChG glass PCF.

Fig. 3. Variation of the material dispersion with wavelengths of the As39Se61
ChG glass.

Fig. 4. Variation of the fundamental mode effective index with wavelengths for
= μΛ 1.8 m and d varying from 0.6 µm to 1 µm with step of 0.1.

Fig. 5. Variation of the chromatic dispersion with wavelengths for = μΛ 1.8 m
and d varying from 0.6 µm to 1 µm with step of 0.1.

Fig. 6. Variation of the effective mode area with wavelengths for =Λ 1.8 µm
and d varying from 0.6 µm to 1 µm with step of 0.1.

Fig. 7. Variation of the Kerr nonlinear coefficient with wavelengths for
=Λ 1.8 µm and d varying from 0.6 µm to 1 µm with step of 0.1.
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Here ℏ is the reduced Planck constant, ω denotes the pulsation, ΔΩ is
the spectral bin size used for the simulations and φ ω( ) is a random
phase, uniformly distributed over the interval given by [0, π2 ].

3. Numerical results

3.1. PCF design and chromatic dispersion engineering

The proposed PCF cross section is depicted in Fig. 2. The structure is
composed of eight rings of air holes arranged in a hexagonal config-
uration in As39Se61 based background glass. The solid core is obtained
by the elimination of one air hole in the center of the structure. The
pitch and the diameter of air holes are Λ andd, respectively. As men-
tioned previously, we aim to design As39Se61 glass based triangular
lattice PCF with negative chromatic dispersion, allowing to generate
flat-top and coherent supercontinua over a wide band of wavelengths.
To that end, the PCF structure is optimized by carefully adjusting the air
holes diameter and the pitch. Actually, the dispersion engineering of
PCFs is fundamentally limited by the material dispersion of the PCF
background glass [49]. Fig. 3 depicts the As39Se61 glass material dis-
persion obtained by deriving Eq. (3). It is clear to observe that the glass
exhibits both negative and positive dispersion with a zero dispersion
value at 7.55 µm. Sight to achieve ANDi regime over a wide band of
wavelengths, the proposed As39Se61 PCF structure parameters are

carefully adjusted to engineer the waveguide dispersion and compen-
sate the material dispersion. The structure optimization process is
performed by considering different values of the cladding air-filling
fraction. Fig. 4 gives the variation of the fundamental mode effective
index with wavelengths for = μΛ 1.8 m and d varying from 0.6 µm to
1 µm with a step of 0.1 µm. Subsequently, the chromatic dispersion is
calculated and its evolution with wavelengths is illustrated in Fig. 5. As
it can be noticed, the chromatic dispersion depends strongly on the
value of the air-filling fraction. From the figure, we observe that dis-
persion curve increases when d/Λ increases too with a peak value ob-
tained around the wavelength 3.45 µm. Besides, ANDi regime with a
peak close to the zero dispersion can be achieved for =d 0.7 µm. The
nonlinear properties of the proposed PCF are then investigated. We
have computed both the effective field mode area and the corre-
sponding Kerr nonlinearity coefficient, where their variations versus
wavelengths are shown in Figs. 6 and 7, respectively. Simulations re-
sults show that the proposed PCF exhibits high nonlinearity over the
whole spectral range. Moreover, for the As39Se61 PCF with =d 0.7 µm,
the effective mode area and Kerr nonlinear coefficient for the wave-
length 3.45 µm, have been found to be 6.8 µm2 and 5.89 w−1 m−1,
respectively.

3.2. SC generation in the As39Se61 PCF

Aiming to study femtosecond pulse propagation and SC formation in
the proposed As39Se61 PCF, we have employed the GNLSE given by Eq.
(7); which is implemented and solved using the RK4IP method. The
laser pulses used in the simulations are modelled by a hyperbolic secant
pulse centered at the pumping wavelength and are expressed as

=ψ t P t T( ) sech( / )0 0 where, P0 is the peak power and T0 is the pulse
duration given by =T T /1.76FWHM0 where TFWHM is the Full Width at
Half Maximum (FWHM) duration of the laser pulse. In order to ensure
high numerical accuracy, pulse propagation simulations are performed
by considering an integrator error of 0.001, temporal disctrization
points of 2×1012 and the PCF length over which pulses propagate is
segmented into 100 steps. Firstly, and sight to show the performance of
pumping in the ANDi regime to generate high flatness SC spectra, we
have considered SC generation in 1 cm length of the As39Se61 PCF with

=d 0.7 µm (ANDi regime) and =d 0.8 µm (anomalous regime). For

Table 1
βn coefficients computed at 3.45 µm for As39Se61 PCF with =d 0.7 µm and

=d 0.8 µm, respectively.

Coefficient =d 0.7 =d 0.8

β2 148.4 ps2/km −71.6 ps2/km

β3 −1.2 ps3/km 0.324 ps3/km

β4 3.98× 10−2 ps4/km 2.82× 10−2 ps4/km

β5 −5.64×10−4 ps5/km −5.03× 10−4 ps5/km

β6 6.75× 10−6 ps6/km 8.59× 10−6 ps6/km

β7 −8.12×10−8 ps7/km −1.57× 10−7 ps7/km

β8 1.94× 10−9 ps8/km 2.65× 10−9 ps8/km

β9 −4.68×10−11 ps9/km −2.36× 10−11 ps9/km

Fig. 8. SC spectrum after propagation over 2mm (a), 6mm (b) and 10mm (c) of the As39Se61 PCF length with =d 0.7 µm (top) and =d 0.8 µm (bottom), respectively,
for an input pulse with a total energy of 150 pJ.
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both two cases, we launch the pulse close to the zero dispersion wa-
velength at 3.45 µm. These optical pulses can be obtained by employing
mid-infrared femtosecond laser fiber system, as reported in [50]. The
light source, which is composed of a conventional femtosecond near-
infrared laser and especially designed suspended core tungstate-tell-
uride fiber, can be used to generate 100 fs duration optical pulses in the
mid-infrared wavelengths range extending from 2 to 5 µm. The impact
of the chromatic dispersion is accurately modelled through the Taylor
series expansion coefficients of the propagation constant, expressed, up
to the 9th order, at the pumping pulse frequency. Their values for both

=d 0.7 µm and =d 0.8 µm designs, respectively, are given by Table 1.
We consider initial pumping at 3.45 µm of a laser pulse with a total

energy of 150 pJ, corresponding to a peak power and TFWHM duration of

0.88 kw and 150 fs, respectively. Fig. 8 depicts the output SC spectrum
after propagation over 2mm, 6mm and 10mm of the As39Se61 PCF
length with =d 0.7 µm and =d 0.8 µm, respectively. Notwithstanding
that SC generation achieved inside the PCF design with =d 0.8 µm is
broader compared to that obtained with =d 0.7 µm, the output spec-
trum exhibits strong fluctuations among the generated spectral com-
ponents even with small propagation lengths. By pumping in the ANDi
regime, the output pulse SC spectrum shows smooth profile with small
fluctuations within a spectral level of less than 10 dB. These spectral
fluctuations are substantially reduced and SC extension to the mid-in-
frared region is achieved through the SPM and OWB mechanisms.
Moreover, the output SC spectra, generated using the proposed As39Se61
PCF with =d 0.7 µm, are realized with high degree of coherence. Fig. 9

Fig. 9. Pulse spectral evolution with the propagation distance and the corresponding coherence of a 150 pJ laser pulse.

Fig. 10. Pulse spectrograms at the PCF input and after 2mm, 4mm, 6mm, 8mm and 10mm of propagation, respectively, for an initially pumped pulse with a total
energy of 150 pJ.
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shows the pulse spectral evolution with the propagation distance and
the corresponding coherence, calculated with 30 independent realiza-
tions at each distance point, of a 150 pJ laser pulse. Owing to the de-
terministic nature of the SPM and OWB mechanisms, the SC spectrum,
achieved at each step of propagation length, is of high degree of co-
herence over the entire spectral band. The nonlinear optical process,
namely SPM and OWB, which contribute to the pulses spectral broad-
ening in the As39Se61 PCF with ANDi regime, can be effectively, in-
vestigated and confirmed, by employing a time-frequency representa-
tion of optical pulses, through the calculation of their spectrograms.
Optical pulses spectrograms are calculated by applying Fourier trans-
form to time gated parts of their electric component E t( ) as following:

∫= −
−∞

∞ −S ω τ E t g t τ e dt( , ) ( ) ( ) iωt
2

(11)

where −g t τ( ) is the gate function. This way of representation can be
experimentally achieved by employing the cross correlation Frequency
Resolved Optical Gating (XFROG) technique. Fig. 10 depicts the pulse
spectrograms at the PCF input and after 2mm, 4mm, 6mm, 8mm and
10mm of propagation, respectively, for an initially pumped pulse with
a total energy and TFWHM duration of 150 pJ and 150 fs, respectively. In
the first stage of propagation, the pulse spectrum starts to broaden in a
symmetrical fashion due to the SPM. The generated SC exhibits some
spectral ripples on its top, as shown by the oscillatory structure in
Fig. 9. The SPM induced frequency chirp acquired by the pulse during
its propagation in the As39Se61 PCF is given by the following expression
[51]:
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With z is the propagation distance. Fig. 11 depicts the frequency chirp
in the propagating pulse for different values of z. The pulse leading
edge (front part) experiences red shifting due to the negative frequency
chirp from the center, while the trailing edge (back part) experiences
blue shifting due to the positive frequency chirp. Moreover, the induced
frequency chirp increases with propagation distance, leading to a sub-
stantial spectral broadening [3]. After few millimeters of propagation,
the pulse undergoes OWB process, which occurs on the pulse leading
and trailing edges. OWB associated with FWM are responsible for the
creation of new frequencies through the overlapping of different pulse
spectral components and the inducing of a sinusoidal beating between
them [52]. The distance at which the OWB is first observed can be
calculated by using the following formula [53,54]:

=
+

L
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β γP T
T
β
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2 2OWB

2

2 0 0
2

0
2

2 (13)

For this simulation where =β ps148.4 /km2
2 , = − −γ w m5.89 1 1,

=P 0.880 kW and =T0 85 22 fs, the OWB distance is found to be 3.75mm.
Fig. 12 shows the pulse temporal evolution along the PCF length, with
the dashed line indicating the onset of the OWB process, and the pulse
spectrogram computed at the distance point of 3.75mm. The pulse
spectrum continues to extend toward short and long wavelengths,
where new generated spectral wavelengths gain energy from the pulse

Fig. 11. Frequency chirp acquired by the pulse at different positions of the PCF
length for an initially pumped pulse with a total energy of 150 pJ.

Fig. 12. Pulse temporal evolution along the PCF length and the pulse spectrogram computed at the distance point of 3.75 mm. The dashed line indicates the onset of
the OWB process.
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spectrum central part. Although we have employed the GNLSE to si-
mulate SC generation, we have found that both Raman stimulated
scattering and pulse self-steepening have no significant impact on the
spectral broadening process. Fig. 13 shows the pulse spectral evolution
with PCF length with all nonlinear effects included (13.a) and without
including both the Raman stimulated scattering and pulse self-stee-
pening (13.b). In order to optimize the spectral bandwidth of the gen-
erated SC, we have studied the impact of the initial parameters of the
pumped laser pulses. We have performed a series of numerical simu-
lations with various values of the pulse energy and duration. Firstly, the
influence of the pulse duration TFWHM is considered. Simulations are
conducted with a pulse peak power of 0.88 kW and TFWHM of 200 fs,
150 fs, 100 fs and 50 fs, respectively. Fig. 14 depicts the pulse spectral

and temporal evolution with propagation distance and the output pulse
spectrum after propagation over PCF length of 10mm. As can be seen,
the decreasing of the input pulse duration has a beneficial impact on the
spectrum width and flatness of the output pulse. In fact, the OWB length
given by (13) is proportional to the pulse duration. Accordingly, when
TFWHM is reduced, the combined effect of OWB and FWM is shortly in-
duced, which lead to substantially extend the generated SC bandwidth
and enhance its flatness. Moreover, for a pulse duration of 50 fs (pulse
energy of 50 pJ), broad SC spectra spanning the mid-infrared region
and extending from 2.43 µm to 4.85 µm at the spectral level of 4 dB is
achieved, along with smooth spectral profile. Furthermore, we have
examined the impact of pulse peak power on the SC characteristics.
Fig. 15 gives generated SC with a PCF length of 10mm and the

Fig. 13. Pulse spectral evolution with propagation distance with all nonlinear effects included (a) and without Raman stimulated scattering and pulse self-steepening
(b).

Fig. 14. Pulse spectral and temporal evolution with propagation distance and the output pulse spectrum after propagation over PCF length of 10mm for pulse peak
power of 0.88 kW and TFWHM of 200 fs, 150 fs, 100 fs and 50 fs, respectively.
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corresponding pulse spectral and temporal evolution with propagation
distance. The pumped laser pulse has a TFWHM of 50 fs and a peak power
of 1.76 kW, 2.64 kW, 3.52 kW and 4.4 kW, which corresponds to pulse
total energy of 100 pJ, 150 pJ, 200 pJ and 250 pJ, respectively. It is
clearly to observe that the output pulse spectrum increases when the
pulse peak power increases too and ultraflat-top broadband SC span-
ning the mid-infrared range from 1.95 µm to 6.58 µm at the spectral
level of 8 dB is obtained with pulse energy of 250 pJ. Besides, and as is
shown by Fig. 16, the generated SC in the ANDi As39Se61 based PCF
exhibits high degree of coherence over the entire spectral range for both
50 pJ and 250 pJ pulses. The SC generated in our proposed ANDi
As39Se61 ChG PCF by pumping 50 fs duration pulses with a total energy

of 50 pJ and 250 pJ, respectively, is compared to other obtained by
various ChG based PCF designs. As presented in Table 2, the proposed
As39Se61 PCF shows high potential to generate broadband and ultraflat-
top mid-infrared SC using very low energy laser pulses.

4. Conclusion

In summary, we have studied an all-normal dispersion and highly
nonlinear chalcogenide based PCF for coherent, broadband and ultra-
flat-top mid-infrared SC generation. The proposed PCF consists of solid
core made of As39Se61 ChG glass surrounded by eight rings of air holes
arranged in hexagonal lattice. Numerical results indicate that targeted

Fig. 15. Pulse spectral and temporal evolution with propagation distance and the output pulse spectrum after propagation over PCF length of 10mm for pulse
duration of 50 fs and total energy of 100 pJ, 150 pJ, 200 pJ and 250 pJ, respectively.

Fig. 16. SC generated in 1 cm As39Se61 PCF length and the corresponding coherence for an input pulse duration of 50 fs and total energy of 50 pJ and 250 pJ,
respectively.
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dispersion properties can be achieved simply by adjusting the air hole
filling ratio in the cladding region and ANDi profile is obtained over the
entire computational domain with a nearly zero dispersion wavelength
of 3.45 µm. Besides, the proposed structure exhibits small effective
mode area and high Kerr nonlinearity of 6.8 µm2 and 5.89 w−1 m−1,
respectively, at the pumping wavelength (i.e. 3.45 µm). Furthermore,
SC generation at 3.45 µm in the optimized design has been modelled
through the GNLSE and using the RK4IP method. The impact of the
input pulse peak power and duration on the output spectral bandwidth
has been investigated. Simulations results have shown that broad and
ultraflat-top SC spectrum extending from 2.43 µm to 4.85 µm at the
4 dB spectral level is successfully generated by using a 0.88 kW peak
power 50 fs duration input pulse (corresponding to pulse energy of
50 pJ) in only 1 cm PCF length. Moreover, by increasing the pulse peak
power to reach 4.4 kW (pulse energy of 250 pJ), perfectly coherent and
ultraflat-top SC spectrum spanning the wavelength range from 1.95 µm
to 6.58 µm at the 8 dB spectral level is successfully generated. Owing to
its interesting properties, the proposed As39Se61 ChG glass PCF is found
to be suitable for various potential mid-infrared applications such as
optical coherence tomography, spectroscopy, material characterization
and metrology.
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a  b  s  t  r a  c t

We  numerically demonstrate mid-infrared  supercontinuum  generation  in dispersion-
engineered chalcogenide  glass  channel waveguide.  The proposed  ridge waveguide  consists
of arsenic  pentasulfide  (As2S5) strip  deposited  on magnesium  fluoride (MgF2)  substrate and
air acting as  an  upper  cladding.  The structure  parameters  are  calculated  and  optimized by
using  the  fully  vectorial  finite-difference  in the frequency-domain  (FDFD) method Results
indicates that  the  proposed  waveguide  exhibits  an all normal  dispersion (ANDi)  profile  over
a  wide spectral  range  with  a zero  dispersion  wavelength  (ZDW)  around 2  �m.  By  solving  the
generalized nonlinear  Schrödinger equation, we demonstrate  supercontinuum  generation
extending  from the  near  infrared  to the  mid infrared region.  Indeed, a broad  and perfectly
coherent  ultra-flat supercontinuum  spectrum  spanning the  region  from  700  to 5200 nm  is
successfully  generated by  using a 25 kW  peak  power  100  fs input pulse  pumped at  2.5  �m,
in a  waveguide  of 5 mm length.

©  2017 Elsevier  GmbH.  All rights  reserved.

1. Introduction

Supercontinuum (SC) generation refers to the considerable spectral broadening through the interaction of intense and
short optical pulses with nonlinear materials such as solids, liquids and gases [1].  Since its discovery for the first time in
the beginning of the 1970s [2],  SC has attracted tremendous attentions due to  its wide applications to metrology, pulse
compression, optical communications, coherence tomography, spectroscopy and tunable multi-wavelength laser sources
[3]. SC arises from a series of nonlinear processes depending on the waveguide chromatic dispersion regime where the
femtoseconde pulses are injected. In the anomalous regime, SC  generation is dominated by soliton-related propagation
dynamics [4].  The generated spectra are  broad, mainly due to the creation of new pulses resulting from the fundamental
Soliton Fission (SF) process. However, these spectra are partially coherent due to their sensitivity to the noise-related pump

∗ Corresponding author.
E-mail address: medjouri-abdelkader@univ-eloued.dz (A. Medjouri).

https://doi.org/10.1016/j.ijleo.2017.10.135
0030-4026/© 2017 Elsevier GmbH. All  rights reserved.
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pulse intensity fluctuations [5].  In the normal regime, Self Phase Modulation (SPM) and Wave Breaking (WB) are  responsible
for the spectral broadening. The generated spectra are relatively narrower than in the anomalous dispersion regime, but
highly coherent and smooth [6].

The nonlinear dynamics of spectral broadening results from the interplay between chromatic dispersion and nonlinearity
[4]. These properties can be easily tailored in  guiding medium rather than bulk. Thus, optical fiber based SC generation
sources has been the target of many researchers, in particular due to the invention of photonic crystal fibers (PCF) [7]. Owing
to their design flexibility, PCFs transverse structures can be optimized to tailor the chromatic dispersion and achieve high
nonlinearity [8].  Recently, planar waveguides have gained much attention for on-chip SC  sources due to their low cost,
reduced size and high nonlinear parameter [9].  These waveguide based SC sources are of growing importance for photonic
integrated circuits [10].

Chalcogenide (ChG) glasses are based on the chalcogen elements S, Se, and Te covalently bounded with glass forming
materials such as As, Ge  and Ga [11,12].  Thanks to their suitable optical properties, they have been widely used to  design
waveguide based mid-infrared SC  sources [11]. Compared to silica, ChG exhibits higher optical Kerr nonlinearities, high
refractive indices and wide transparency window covering near-infrared and mid-infrared [13]. Many ChG based waveguide
structures have been reported aiming the generation of broad mid-infrared Zhang et al. reported mid-infrared SC generation
from 1 �m to 7 �m in  tapered As2S3 on MgF2 rib waveguide pumped with 50 fs duration pulses at 1.55 �m with a  pulse
peak power of around 2 kW [14].  By using the same ChG glass, Lamont et al. reported SC spectrum spanning 750 nm in
dispersion-engineered highly nonlinear chalcogenide planar waveguide by using 610 fs pulses with peak power of 68  W
[15]. As2Se3 ChG glass based waveguide has been, also, considered. Saini et al. reported SC generation form 2 �m to 15 �m
through a  dispersion-engineered As2Se3 chalcogenide glass rib  waveguide pumped with 50 fs pulses at a  wavelength of
2.5 �m with a  pulse peak power of around 1.1  kW [16].  Moreover, Alizadeh et al. reported SC  spectrum extending from
1.5 �m to 12 �m over highly nonlinear rib  waveguide employing a  100 W peak power 85 fs  pulses pumped at 2.4 �m [17].
Furthermore, Karim et al. reported ultra-flat SC generation in  1 cm long all normal dispersion (ANDi) channel waveguide
made using Ge11.5As24Se64.5 ChG glass with various materials in the lower cladding [18]. In particular, when MgF2 glass
is used as a  lower cladding, the authors have found that SC spectrum spanning from 1.6 �m to 6 �m can be produced by
employing 3 kW peak power 85 fs  width pulses pumped at 3.1 �m. Recently, SC generation in  As2S5 ChG glass PCF has
been demonstrated numerically and experimentally. Compared to As2S3,  the As2S5 glass exhibits higher transmission in the
wavelength range extending from 0.5 �m to 9 �m combined with a  shorter cut-off wavelength in the visible domain [19].
Gao et al. reported mid-infrared SC generation in  a  four-hole As2S5 ChG microstructured optical fiber [20]. A wide spectrum
spanning from 1.37 �m to  5.65 �m has been achieved in  a 4.8-cm-long fiber pumped at 2300 nm.  In order to  generate ultra-
flat and coherent SC, Salem et al. studied a  kind of hybrid As2S5-borosilicate PCF  with ANDi regime [21]. A broadband and
flat SC spectrum extending from 1 �m to 5 �m has been realized by pumping 28.16 kw peak power 50 fs pulses at 2.5  �m
in only 4 mm  fiber length. Nevertheless, and to the best of our knowledge, analyzing mid-infrared SC in As2S5 based planar
geometries has been not  achieved.

In this paper, we numerically investigate mid-infrared SC  generation in a  ridge waveguide consisting of As2S5 ChG glass
strip deposited on MgF2 substrate and air acting as an upper cladding. The propagation characteristics of the fundamental
guided mode such as chromatic dispersion, effective mode area and nonlinearity are calculated by  using a  finite-difference
in the frequency-domain (FDFD) method. The waveguide structure is optimized to  exhibit an ANDi profile over the entire
computational domain by properly adjusting its high and width. Furthermore, we demonstrate spectral broadening of  an
intense femtoseconde pulse pumped at 2.5 �m, by solving the Generalized Nonlinear Schrödinger Equation (GNLSE). The
impact of pulse peak power on the generated spectra bandwidth is  then examined. Additionally, we analyze the statistical
properties of the SC  source by calculating its first order spectral coherence in the aim to investigate its sensitivity to input
pump noise.

2. Theoretical background

2.1. Structure of the proposed As2S5 ridge waveguide

The cross sectional view of the proposed ridge waveguide is  given by Fig. 1.  As mentioned in  the previous section, the
proposed ridge waveguide consists of As2S5 strip deposited on MgF2 substrate, and air acting as an upper cladding. The
parameters W  and H are  the core width and high, respectively. The wavelength dependent refractive index of the core and
the cladding are given via the Sellmeier equation:

n (�) =

√√√√1 +
m∑
j=1

Aj�2

�2 −  �2
j

(1)

Were the coefficients are given in Table 1 [19,22].
The variation of the refractive index with wavelength for both As2S5 and MgF2 is depicted in Fig. 2.  The large index

contrast between the core and the cladding permits a strong light confinement inside the core whatever its wavelength. The
inset Fig. 2 shows the optical field distribution at the excitation wavelength 1 �m and 4 �m respectively.
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Fig. 1. Cross sectional view of the proposed As2S5 ridge waveguide where the width and the high of the channel are W and H, respectively. Inset simulated
fundamental field profile at  2  �m.

Table 1
Sellmeier coefficients of As2S5 and MgF2 glasses.

As2S5 MgF2

Aj �j Aj �j

2.1361 0.3089 0.48755708 0.0433840
0.0693  15 0.39875031 0.09461442
1.7637  4.66 ×  10−4 2.3120353 23.793604

Fig. 2. Material refractive index versus wavelength of the As2S5 chalcogenide and MgF2 glass.

2.2. Numerical method

In order to  determine the fundamental guided mode and its optical properties, we  have used the finite-difference
frequency-domain (FDFD) method. Compared to the finite element method (FEM), the FDFD approach is easier and simpler
to implement with a comparable accuracy [23].

The Maxwell’s equations for the electric and magnetic field can be formulated as follow:

jk0sεrE  =  ∇ × H

−jk0sεrH = ∇ ×  E
(2)

s =

⎡
⎢⎣
sy/sx

sx/sy

sxsy

⎤
⎥⎦ (3)

Where: sx =  1 − �x ⁄jωε0 and sy = 1 − �y ⁄jωε0.  �,  ω, E and H  are the conductivity, the pulsation, the electric and the magnetic
components of the propagating field, respectively.

Once an appropriate meshing is  applied to the structure, the equations system given by (2) is transformed into a matrix
eigenvalue problem and solved by  employing a  sparse matrix approach in order to obtain the effective refractive index neff
and the optical field distribution of the fundamental mode.
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As mentioned previously, the chromatic dispersion plays a  critical role in the SC generation process. Since the material
dispersion is  directly included during the calculations by using formula (1),  the total dispersion is calculated by taking the
2nd-order derivative of the mode effective index with respect to  the wavelength:

Dw = −�
c

d2neff
d�2

(4)

Where � and c are the wavelength and the speed of light, respectively.
The waveguide nonlinear coefficient (Kerr effect) is  given by:

� = 2�
�

n2

Aeff
(5)

Where n2 =  3 × 10−18 m2/W is  the nonlinear refractive index of As2S5 [19].  Aeff is the mode effective area, given by:

Aeff =
(∫∫

|E2|dxdy
)2

∫∫
|E|4dxdy

(6)

2.3. SC generation modeling

Aiming to simulate the SC  generation in the proposed As2S5 waveguide, the Generalized Nonlinear Schrödinger Equation
(GNLSE) is numerically solved by  using the Split Step Fourier Method (SSFM) [4].  This propagation equation governs the pulse
evolution inside an optical waveguide with the contributions of the linear dispersion and the various nonlinear processes
that lead to  spectral broadening:

∂A
∂z

+ ˛

2
A −

∑
k≥2

ik+1

k!
ˇk
∂kA
∂Tk

= i�

(
1 + i

ω0

∂
∂T

)⎛
⎝A (z, t)

∞∫
−∞

R
(
T ′) × |A

(
z, T  −  T ′) |2dT ′

⎞
⎠ (9)

A(z, t) is the temporal and longitudinal envelope of the pulse, � is the linear loss coefficient, ˇk is the kth coefficient of the
Taylor expansion of the propagation constant ˇ(ω) centered around the carrier frequency ω0,  � is  the nonlinearity coefficient,
R(t) is the response function, which includes both instantaneous electronic and delayed Raman contributions. Its expression
is given by [24]:

R(t) = (1 − fR)ı(t) + fRhR(t) (10)

The Dirac delta function ı (t) represents the instantaneous electronic response, hR (t) is the Raman response function and
fR represents the fractional contribution of the delayed Raman response set to fR =  0.11 [21,25].  The Raman response function
is described by  using the single Lorentzian model as follows:

hr(t) = 	2
1 + 	2

2

	1	
2
2

exp(
−t
	2

) sin(
t

	1
) (11)

	1 and 	2 are  two adjustable parameters which are chosen to provide a  good fit to the actual Raman gain spectrum [26].  	1
is related to the phonon frequency and 	2 is related to the attenuation of the network of vibrating atoms [27]. Their values
are set to be 15.2 fs  and 230.5 fs, respectively [21].

3. Results and discussions

3.1. Structure optimization

As mentioned previously, we  aim to optimize the waveguide structure exhibiting negative dispersion so that the gen-
erated SC is relatively coherent and noise insensitive over the entire bandwidth. In order to achieve all normal dispersion
(ˇ2 > 0)  over a wide wavelength range, the structural parameters of the proposed ridge waveguide are suitably adjusted.
The impact of both the width (W)  and the high (H) is carefully investigated through several numerical simulations. First, we
analyzed the effect of W on the dispersion parameter. Fig. 3 shows the evolution of the chromatic dispersion with wavelength
for the fundamental TE mode with W =  2 �m and H varying from 0.6 �m to 0.8  �m with step of 0.05 �m.  From the figure we
observe that dispersion curve increases when H increases too with a  peak moving toward long wavelengths. Hence, ANDi
regime with a  peak close to  the zero can be achieved for H  laying between 0.6 �m and 0.65 �m. For this respect, we investi-
gated the impact of changing W when H  is set to 0.625 �m.  Fig. 4 depicts the evolution of dispersion parameter for different
values of W ranging from 1.8 �m to 2.4 �m with a  step of 0.2 �m.  As we can see, the curves shift upward, with an invariant
peak, when W decreases. Moreover, the ANDi regime with a  peak close to  the zero can be obtained for H laying between
2.2 �m and 2.4 �m. Therefore, and from the above results, one can optimize the design of the proposed waveguide in order
to achieve the desired ANDi profile over a  wide range of wavelengths. For this purpose, we have calculated the chromatic
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Fig. 3. Variation of the chromatic dispersion with wavelengths for W = 2 �m and H  varying from 0.6  �m  to  0.8 �m.

Fig. 4. Variation of the chromatic dispersion with wavelengths for H =  0.625 �m and W varying from 1.8 �m to 2.4 �m.

Fig. 5. Variation of the chromatic dispersion with wavelengths for H  = 0.625 �m and W = 2.25 �m.

dispersion for the waveguide parameters W =  2.25 �m and H = 0.625 �m. As plotted in Fig. 5,  the optimized design exhibits a
negative dispersion over the whole wavelength range with a  zero dispersion around 2 �m.  Finally, we  have computed both
the effective mode area and the Kerr nonlinear coefficient. Their evolution against wavelength is depicted in  Fig. 6 where
we, clearly, observe that the waveguide exhibits high nonlinearity up to  22,500 w−1 km−1 at 3.5 �m.  This is due to, jointly,
the small effective mode area and the high nonlinear refractive index.

3.2. SC generation in the optimized design

SC generation was, then, carried out in the proposed chalcogenide waveguide with the optimized parameters. We consider
the injection of a  chirpless Gaussian pulse given by A (0, t) = √

p0 exp
(
−t2/2T2

0

)
where, P0 is  the peak power and T0 is the

pulse duration related to  the pulse Full Width Half Maximum (FWHM) as T0 = FWHM/1.763. In order to  generate broad SC,
the pulse is pumped close to the zero dispersion at 2.5 �m. The chromatic dispersion and the nonlinear coefficient at the
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Fig. 6.  Variation of the  effective mode area and the corresponding nonlinear coefficient with wavelength for H  = 0.625 �m and W = 2.25 �m.

Table 2
Terms of the Taylor series expansion of the propagation constant.

Coefficient Valeur

ˇ2 0.0791 ps2/km
ˇ3 −0.0012 ps3/km
ˇ4 1.5202 ×  10−5 ps4/km
ˇ5 −1.4895 ×  10−7 ps5/km
ˇ6 1.4122 × 10−9 ps6/km
ˇ7 −1.1137 ×  10−11 ps7/km
ˇ8 6.4771 × 10−14 ps8/km
ˇ9 −2.4170 ×  10−16 ps9/km
ˇ10 4.3176 × 10−19 ps10/km

Fig. 7. Spectral and temporal evolution over  5  mm  waveguide length of a  Gaussian pulse with a peak power and FWHM of 10 kW and 100 fs, respectively.

pump wavelength are  −18 ps/nm.km and 5 W−1 m−1,  respectively. The Taylor series expansion coefficients, up to the 10th
order, of the propagation constant have been calculated around the carrier frequency and their values are given in Table 2.

Firstly, and in the aim to  provide a  simple physical interpretation of pulse spectral broadening in  our proposed design, we
simulate the propagation of a  Gaussian pulse with a peak power and FWHM of 10 kW and 100 fs, respectively. Therefore, the
dispersion length LD, the nonlinear length LNL and the soliton order N can be  calculated as following: LD =  T2

0/|ˇ2| =  0.0405 m,

LNL = 1/(�P0) = 2 × 10−5 m and N =
√

LD ⁄LNL = 45, respectively. For a  waveguide length of 5 mm,  Fig. 7 shows the spectral and
temporal evolution of the SC generation process over the propagation distance. As  we can see from the pulse spectral
evolution, the initial stage of SC evolution is dominated by the SPM induced broadening. This can be, clearly, observed from
the oscillatory structure that accompanies the generated spectra in the first few millimeters [28]. Furthermore, the SC  spectra
start to  broaden asymmetrically due to the effect of WB.  The distance where the WB is first observed is  given by [29]:

z = LD√
4e−3/2N2 − 1

(12)
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Fig. 8. (a) Pulse profiles at the input and after z =  0.95 mm  of propagation. (b) Spectrogram of the initial pulse. (c) Spectrogram of the pulse at the onset of
optical  WB (z = 0.95 mm).  (d) Spectrogram of the pulse after 5 mm propagation distance.

For this simulation, the distance is  found to be 0.95 mm.  Fig. 8(a) shows the pulse at the input as well as after 0.95 mm  of
propagation. Moreover, an overlap of two pulse components with different instantaneous frequencies results in sinusoidal
beats between those frequencies [28].  These oscillations indicate the occurrence of WB [30].  With further propagation, WB
fully develops by  transferring energy from the pulse center wavelengths to the new frequency band around 3700 nm.  The
dynamics evolution of the propagating pulse can be clearly visualized by using a  time-frequency analysis. Fig. 8(b)–(d) shows
the calculated spectrograms of the initial pulse, at a  propagation distance of 0.95 mm  and of the output pulse, respectively. As
we can see, after 0.95 mm  propagation, the effect of WB on spectral broadening becomes important through the generation
of sidelobes on both sides of the generated spectra. Furthermore, the effect of the initial pulse peak power on  the output
spectrum width is investigated. Simulations are performed with a pulse with a  FWHM of 100 fs and a  peak power of 10 kW,
15 kW,  20 kW and 25 kW,  respectively. Fig. 9(a)–(d) shows the spectral evolution of the SC  generation process over the
propagation distance with different values of the peak power. As it can be seen, by increasing the initial peak power, the
output spectrum width increases too, where the both sides of the pump wavelength are amplified stronger than the mid-
section of the generated spectrum. Moreover, for a  peak power of 25 kW,  SC spectra extending to the mid  infrared region
and spanning 4500 nm in the range from 700 nm to  5200 nm is successfully obtained, along with smooth spectral profile.
Finally, the coherence properties of SC  spectra generated in our proposed waveguide has been investigated. Coherence of
SC sources is  of great interest for characterization of ultrafast or rarely occurring phenomena [31].  The coherence of the SC
generated has been studied through a  simple form of the first-order degree of coherence given by [32]:

|g12 (ω) | = |〈E (ω)〉|2
〈|E (ω) |2〉

(13)

The angular brackets stand for an ensemble average over separately generated SC  spectra obtained from a large number of
simulations. Each simulation is  performed with different realization of input pulse shot noise modeled through the addition
of a noise seed of one photon per mode with random phase on each spectral discretization bin  [33].  The amplitude of the
input noise is given by  [34]:

A (ω) =
√

�ω⁄Tspan exp (i2�ϕ (ω)) (14)

Where �  is the reduced Planck constant, ω is the pulsation, Tspan is  the temporal window used for the simulations and
ϕ (ω) is a uniformly distributed random phase in the interval [0,2�]. Besides, |g12 (ω) | is  a  positive number which lies in the
interval [0-1], with a value of 1 denoting perfect coherence [4].  Fig. 10 shows the SC  generated over 5 mm  of the waveguide
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Fig. 9. Spectral evolution over 5 mm waveguide length of a Gaussian pulse with a  peak power of:  (a) 10 kW,  (b) 15  kW,  (c) 20 kW and (d) 25 kW,  respectively.

Fig. 10. (a)  Generated SC spectrum with an input pulse with a peak power and FWHM of 25  kW and 100 fs, respectively. (b) Corresponding degree of
coherence.

length employing a pulse with a  peak power and FWHM of 10 kW and 100 fs, respectively and the corresponding first-order
degree of coherence calculated from 50 independent realizations. As expected, the spectrum is perfectly coherent over the
entire spectral range. This high spectral coherence is  attained due to the elimination of soliton effects by  pumping in the
normal dispersion regime. Thereby, spectral broadening is  mainly achieved through SPM which is a deterministic process
that maintains the input pulses coherence [35].

Considering now the manufacturing process of the proposed As2S5 ChG waveguide. In order to fabricate ChG glass based
planar waveguides, several methods have been employed to produce the ChG glass films and pattern them into micron-size
low loss optical waveguides [36].  Among these techniques, the dry etching process has been, successfully, used to  fabricate
and characterize low loss rib  waveguide with various ChG glasses [11,36].  By using this technique, we believe that our
proposed As2S5 ChG ridge waveguide can be  fabricated with the optimized design.
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4. Conclusion

In conclusion, we  have numerically demonstrated broadband and coherent SC generation in ANDi ridge waveguide. The
proposed dispersion engineered waveguide consists of As2S5 ChG strip deposited on MgF2 substrate and air acting as an
upper cladding. The linear and nonlinear optical properties have been calculated and optimized by using a  fully vectorial
finite-difference in the frequency-domain (FDFD) method. The numerical results indicate that ANDi profile is  obtained
over the entire computational domain with a  zero dispersion around 2 �m.  Besides, the proposed structure exhibits high
nonlinearity up  to 22500 w−1 km−1 at 3.5 �m. Such high nonlinear coefficient is  obtained due to the small effective mode
area and the high nonlinear refractive index. Furthermore, the SC generation at 2.5 �m is simulated by solving the Non Linear
Schrödinger Equation (GNLSE) and using the Split Step Fourier Method (SSFM). Since pumping is  achieved in the normal
regime of dispersion, simulations have shown that spectral broadening is realized due to SPM and WB.  A broad and perfectly
coherent ultra-flat SC spectrum extending from 700 to 5200 nm is successfully generated by using a  25 kW peak power 100 fs
input pulse in only 5 mm waveguide length. Owing to its interesting properties, the proposed As2S5 ChG based waveguide
is found to  be suitable as an on-chip SC  source for various applications such as gas sensing, frequency comb generation and
ultrafast optical switching.
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Abstract 

 In this paper, we present and numerically investigate Supercontinuum 

Generation (SCG) in ZBLAN circular lattice photonic crystal fiber with nearly zero 

ultra-flattened chromatic dispersion. The fiber dispersion properties are controlled by 

selectively liquid-filled and reduced air holes. The structure parameters have been 

optimized by using the fully vectorial finite-difference frequency-domain (FDFD) 

method combined with the perfectly matched layers (PML) boundary condition. 

Results indicates that a nearly zero ultra-flattened chromatic dispersion is obtained 

over a broad band of 300 nm centered around 1.55 µm with high nonlinearity and low 

confinement loss. Furthermore, SCG at 1.55 µm is demonstrated with the optimized 

design. By using a 3.2 Kw peak power 100 fs input secant-hyperbolic pulse, a 

symmetrical and relatively flat supercontinuum spectrum spanning 700 nm in the 

range 1200-1900 nm is successfully generated.  
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key words: ZBLAN; photonic crystal fiber; chromatic dispersion; supercontinuum 

generation; FDFD method. 

1. Introduction 

Supercontinuum Generation (SCG) is a well known nonlinear process that 

consists of the production of broadband light through the interaction of intense and 

short pulses, delivered by narrowband sources, with nonlinear materials [1, 2]. SCG, 

as an inherent aspect of nonlinear optics, has many applications such as metrology, 

pulse compression, optical communications, coherence tomography, spectroscopy and 

designing tunable ultrafast femto-second laser sources [1]. SC arises from a series of 

nonlinear processes such as self phase modulation (SPM), self-steepening, stimulated 

Raman scattering (SRS) and four wave mixing (FWM) [1]. In order to generate a 

smooth and broadband SC in optical fibers, a nearly zero chromatic dispersion around 

the targeted wavelength is required [3]. 

Photonic crystal fibers (PCFs) [4], also known as microstructured optical 

fibers or holey fibers are a class of optical fibers which enables the propagation of 

light in a way that it is not possible with conventional fibers. PCFs consist of a 

cladding formed by a morphological micrometer sized and periodic structure of air 

holes running along the longitudinal axis and a defect region in the center which acts 

as a solid core. Owing to their several and unique optical properties, PCFs have 

attracted widespread interest throughout the scientific community. Compared to 
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 3 

conventional optical fibers, PCFs can be designed with single mode behavior over a 

wide range of wavelengths [5], high birefringence [6], tailorable chromatic dispersion 

[7, 8], high nonlinearity [9] and so on. Due to these properties, many potential 

applications can be achieved, such as: dispersion compensating fibers [10, 11], 

polarization maintaining fibers [12], SCG [13], fiber based lasers [14], interferometry 

[15] and sensors [16]. 

PCFs with flattened chromatic dispersion have been the target of many 

researchers in the last few years. In order to achieve this property, many designs have 

been proposed and analysed. PCFs with different cladding geometries such as 

triangular, circular, octagonal and equiangular spiral have been widely studied [17-

22]. Moreover, to improve the flatness of the aforementioned optical property over a 

wide range of wavelengths, two different ways are, in general, adopted: the first 

consists on using additional materials, either by doping the core with high index 

material such as germanium [23] and fluorine [24], or by infiltrating low index 

optofluids into selected air holes [3, 25]. 

Since its discovery in 1975 [26], ZBLAN (ZrF4-BaF2-LaF3-AlF3-NaF) heavy 

metal fluoride glass has been considered as an excellent alternative of the fused silica. 

In fact, the ZBLAN glass has a broadband transmission window extending from the 

ultra-violet to the mid infrared with a lower absorbing loss beyond 2 µm compared to 

the fused silica and a lower nonlinear coefficient compared to other soft glasses such 
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 4 

as tellurite or chalcogenide [26, 27]. Besides, ZBLAN based optical fibers can be 

easily drawn with high stability and high resistance to crystallization compared to 

other heavy metal fluoride glasses [28]. Furthermore, SC generation in ZBLAN 

optical fibers has been reported extensively with conventional step index fibers [29]. 

Recently, ZBLAN based PCFs have attracted more interest among the 

scientific community. A highly birefringent and low loss ZBLAN photonic quasi-

crystal fiber has been proposed and numerically analyzed by W. Su el al. [27]. By 

introducing a rectangular array of four relatively small circular air holes in the core 

region, high birefringence up to 
21088.2   at 2 µm has been achieved. Moreover, the 

numerical modelling of the fundamental characteristics of ZBLAN-PCF have been 

reported for the 2-3 µm mid-infrared region [33]. Besides, the authors have shown the 

controllability of the chromatic dispersion by employing non-uniform air hole size. 

Furthermore, the investigation of SCG in ZBLAN based PCF has been considered. 

Xin Jiang et al. reported the first successful fabrication of solid core ZBLAN based 

PCF with hexagonal lattice [31]. By using a 4 cm length of the PCF, a supercontinua, 

spanning more than three octaves, has been demonstrated. More recently, Xin Jiang et 

al. reported the generation of broadband supercontinua, extending into the ultraviolet 

and mid-infrared regions, in a ZBLAN based PCF with six nanobore cores [32]. The 

SCG is experimentally demonstrated by exciting both the fundamental and the first 

higher order modes with long pulses at 1042 µm.   
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 5 

In this article, a ZBLAN based circular lattice photonic crystal fiber with a 

nearly zero ultra-flattened chromatic dispersion is proposed and numerically analyzed. 

To adjust the dispersion properties, the first inner air holes ring is filled with low 

index liquid and their radius is properly reduced. The propagation characteristics such 

as chromatic dispersion, confinement loss, effective mode area and nonlinearity are 

investigated by using a fully vectorial finite-difference frequency-domain (FV-FDFD) 

method combined with the perfectly matched layer (PML) as a boundary condition. 

SCG in the proposed ZBALN based PCF is then demonstrated through numerical 

simulations. The spectral broadening of a short and intense secant-hyperbolic pulse is 

investigated by solving the Generalized Nonlinear Schrödinger Equation (GNLSE) 

and using the Split Step Fourier Method (SSFM). 

2. Theoretical background 

2.1 Numerical method  

 The finite-difference frequency-domain (FDFD) method is a widely used 

approach for solving electromagnetic problems. Compared to the finite element 

method (FEM), the FDFD approach is easier and simpler to implement with a 

comparable accuracy [33]. Also, the FDFD method is based on a very general 

approach and it can be used to describe arbitrary structures whatever their design 

complexity. After introducing the PML boundary condition, the Maxwell's equations 

for the electric and magnetic field  are given by [33]: 
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HEsjk r 0  

          (1) 

EHsjk r  0  

    



















yx

yx

xy

ss

ss

ss

s     (2) 

 where: 
0

1



j

s x
x  and 

0

1



j

s y
y  . ,  , E , H  are the 

conductivity, the pulsation, the electric and the magnetic components of the 

propagating field, respectively. 

 Once the meshing is applied to the structure, the equations system given by (1) 

is transformed into a matrix eigenvalue problem and solved by employing a sparse 

matrix approach to obtain the effective refractive index effn  and the optical field 

distribution of the fundamental mode [34]. 

2.2 Confinement loss 

Theoretically, the light beam is totally confined into the PCF core due to the 

infinite periodic structure (infinite cladding) around the centre. Practically, only a few 

number of air holes rings form the cladding. Thereby, a fraction of the optical power 

leaks out of the structure. This kind of losses is called the confinement loss and its 

value can be calculated by using the formula [13]: 

 effnk Im686.8 0       (3) 
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 7 

In decibel per meter, where  effnIm is the imaginary part of the effective refractive 

index and 0k is the free space wave number. 

2.3 Chromatic dispersion 

The control of chromatic dispersion in PCFs is a very important issue for 

practical applications in dispersion compensation of optical communication systems 

and nonlinear optics. As for standard fibre, the chromatic dispersion of a PCF is the 

sum of the material dispersion mD  and the waveguide dispersion wD : 

wm DDD         (4) 

The material dispersion mD  is derived from the following equation: 


 


2

1
22

2
2 1)(

k k

k
ZBLAN

f
n




       (5) 

Where 22514.11 f , 52898.12 f , 08969.01   µm and 3825.212   µm [35]. 

The waveguide dispersion is given by [10]: 

2

2





d

nd

c
D

eff

w         (6) 

Where   and c  are the wavelength and the speed of light, respectively. 

2.4 Effective mode area 

The effective mode area is a key factor in designing PCFs. It provides a 

quantitative measurement of how much the mode field is confined within the PCF 

core. It can be calculated using [13]: 
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




dxdyE

dxdyE
Aeff 4

22 )(
      (7) 

Where E denotes the amplitude of the transverse electric field propagating inside the 

PCF. 

 An important parameter related to the effective mode area is the nonlinearity 

(Kerr effect). Its parameter is given by [36]: 

effA

n22




         (8) 

Where Wmn /104.5 220

2

 is the nonlinear refractive index of the ZBLAN glass 

[37]. 

3. Results and discussion 

3.1 Structure optimization 

 The cross section of the proposed ZBLAN based PCF is given by Fig. 1. The 

structure is formed by five circular rings of air holes surrounding a solid core. The 

pitch and the diameters of the first inner ring and the cladding air holes are , 

1d and 2d , respectively. Also, the core-neighbouring air holes ring is selectively filled 

with appropriate liquids of refractive indices nL = 1.33, 1.34, 1.35, 1.36, 1.37. By 

solving the Maxwell's equation in the frequency domain, the optical field distribution 

of the fundamental mode and the correspondent effective index are obtained for a 
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given wavelength. For 5.2 µm, 1.11 d  µm, 76.02 d  and nL = 1.35, Fig. 2 

shows the fundamental mode optical field distribution of the proposed PCF at 1.55 

µm. 

 As it is mentioned in the introduction, to generate a relatively smooth and flat 

supercontinuum at 1.55 µm in high nonlinear PCF, the chromatic dispersion must be 

engineered through the optimization of the design to achieve a nearly zero value 

around the targeted wavelength. For this respect, the chromatic dispersion in our 

proposed PCF is firstly analyzed. Fig. 3 depicts its variation versus wavelength. The 

geometrical parameters of the structure are µm5.2 , 88.0/2 d , 56.0/1 d  

(Fig. 3a) and 64.0/1 d  (Fig. 3b). As it can be observed, the chromatic dispersion 

can be tailored in the proposed PCF by modifying the value of the liquid index and 

the diameter of the inner air holes ring. Although, for a given wavelength, the 

chromatic dispersion decreases when the liquid refractive index increases. For the 

case where 56.0/1 d , the chromatic dispersion at 1.55 is 4.14 ps/nm.km for nL = 

1.33 and it decreases to -3.96 ps/nm.km for nL = 1.37. For the case where 

64.0/1 d , the chromatic dispersion at 1.55 is 6.95 ps/nm.km for nL = 1.33 and it 

decreases to -4.79 ps/nm.km for nL = 1.37. Besides, the closest value to the zero 

dispersion is obtained with nL = 1.35. Moreover, the profile the chromatic dispersion 

can be adjusted by varying the liquid filled air holes radius. As it can be observed, 

chromatic dispersion with flattened shape can be achieved by slightly tuning the value 
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 10 

of 
1d . For that purpose, we have calculated the chromatic dispersion for different 

values of /1d  laying from 0.56 to 0.64. Fig. 4 shows the evolution of the chromatic 

dispersion with wavelength for nL = 1.35, µm5.2 , 88.0/2 d  and /1d  

varying from 0.56 to 0.64 with a step of 0.016. As we can see, chromatic dispersion 

with the most flattened profile and the nearest value to zero was obtained for 

608.0/1 d . Although, the chromatic dispersion fluctuation D is approximately 

1.05 ps/nm.km over a broad range of wavelengths varying from 1.39 µm to 1.71 µm. 

 The nonlinear properties of the proposed PCF is then investigated. The 

effective mode area is calculated as a first step where its variation with wavelength is 

depicted in Fig. 5. Due to the high fraction of air in the cladding region, the field is 

found to be highly confined in the core, which decrease the effective mode area. For 

608.0/1 d  a very small effective mode area of about 10.14 µm
2
 is obtained at 1.55 

µm. Also, the proposed PCF exhibits high nonlinear coefficient over the wavelength 

bands that corresponds to the minimum dispersion. Around the wavelength 1.55 µm, a 

Kerr nonlinear coefficient of 21.6 W
-1

 Km
-1

 is obtained For 608.0/1 d . 

 Finally, the confinement loss is computed. The evolution of its factor with 

wavelength is plotted in Fig. 7 for nL = 1.35, µm5.2 , 88.0/2 d  and /1d  

varying from 0.56 to 0.64. As it can be seen, the structure exhibits an ultra low loss 

over the computational wavelength range. In fact, the light beam is well confined 

within the core due the high air fraction presented in the cladding region 
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 11 

( 88.0/2 d ). This explains the very small values of the confinement loss whatever 

the value of the inner holes ring radius. 

3.2 Supercontinuum generation 

 Until now, numerical investigations have shown that our proposed ZBLAN 

based PCF with µm5.2 , 88.0/2 d , 608.0/1 d  and nL = 1.35 has a nearly 

zero chromatic dispersion around 1.55 µm combined with high nonlinearity up to 21.6 

w
-1

km
-1

 and an ultra low confinement. Therefore, SCG at 1.55 µm can be numerically 

conducted. To simulate this nonlinear mechanism, the Generalized Nonlinear 

Schrödinger Equation (GNLSE) is numerically solved by using the Split Step Fourier 

Method (SSFM) where a short and intense pulse is initially launched [1]: 
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),( tzA is the temporal and longitudinal envelope of the pulse,  is the linear loss 

coefficient, k is the 
thk coefficient of the Taylor expansion of the propagation 

constant )( centered around 0 ,   is the nonlinearity coefficient, )(tR is the 

response function, which includes both instantaneous electronic and delayed Raman 

contributions. Its expression is given by [29]: 

)()()1()( thftftR RRR      (10) 

where 24.0Rf  is the Raman fraction, )(t is the Dirac function and )(thR  is the 

Raman response function of the ZBLAN material. In order to model )(thR , the single 
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 12 

Lorentzian approximation has been widely used [38]. However, and through 

experimental measurements, an intermediate-broadening model, which results from 

the convolution of the Lorentzians and the Gaussians models has been recently 

proposed in the aim to give a better fit with the Raman gain spectrum [37]. Its 

mathematical expression is given by: 

     tttAth iviiiR ,

22
8

1

sin4/expexp)(     (11) 

where, iA , iv, , i and i are related to the peak intensity, Gaussian component 

position, Lorentzian and Gaussian full-width of half-maximum give by [37]: 

I iA  iv,  (cm
-1

) 
i  (cm

-1
) i  (cm

-1
) 

1 8.48 54.43 58.67 23.46 

2 17.12 102.91 82.40 32.96 

3 51.78 169.95 115.27 46.11 

4 155.69 275.91 160.76 64.30 

5 62.12 377.35 137.90 55.16 

6 107.05 504.77 184.62 73.85 

7 27.69 576.43 38.50 15.40 

8 17.83 648.44 135.84 54.34 

Table. 1: Parameters used for the intermediate-broadening model [37]. 

 The reason beyond using this complex model instead of the simple damping 

oscillation model is that the ZBLAN glass exhibits two major spectral peaks where 

the silica exhibits only one peak [37]. 

The input pulse is modeled using a secant-hyperbolic function given by : 
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 Where, P  is the peak power, 0T is the width of the input pulse, 0t  is the center 

of the pulse and c  is the chirp parameter. Modeling the input pulse as a secant-

hyperbolic is widely used when simulating the SCG in optical fibers. However, 

simulations have shown that by using a Gaussian function, the same output spectrum 

can be obtained.  

 Since the pump wavelength is 1.55 µm, the Taylor coefficients of the 

propagation constant have been calculated at this pump wavelength, where, 
2 , 3 , 

4 , 5 , 6 , 7 , 8  and 9 are found to be, 
-4104.9245-   ps

2
/km, 

-6104.0503-   

ps
3
/km, 

-7101.8093  ps
4
/km, 

-10102.9811-   ps
5
/km, 

-12104.6814-   ps
6
/km, 

-14107.1503  ps
7
/km, 

-16106.6098-   ps
8
/km and 

-18104.3340  ps
9
/km, respectively. 

In order to simulate the propagation of the launched pulse, the well known Split Step 

Fourier Method (SSFM) has been employed. The peak power and the Full Width at 

Half Maximum (FWHM) of the chirpless pulse (c=0) are 3.2 Kw and 100 fs, 

respectively. A possible laser source for such pump can be a commercially available 

Ti:Saphire femto-second oscillator combined with an Optical Parametric Amplifier 

(OPA) to reach the required input peak power. Fig. 8 gives the evolution of the pulse 

spectrum with distance for a fiber length of 30 cm. As we can see, the spectrum of the 

secant-hyperbolic pulse broadens with the distance and a flat spectrum with a FWHM 

as high as 700 nm is successfully obtained around the pumping wavelength 1.55 µm. 
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The symmetrical shape of the spectral broadening is explained by the dominance of 

the Self Phase Modulation (SPM) nonlinear effect.  

 Considering now the manufacturing process of the proposed ZBLAN based 

PCF. Due to its physical and chemical properties such as the temperature range 

required to ensure both a suitable viscosity and stability against devitrivication, heat 

transfer efficiency and the thermal conductivity [31, 39, 40], drawing optical fibers 

made of ZBLAN has been exclusively done with step index fibers. However, an 

improved stack-and-draw technique has been recently used to fabricate 

microstructured optical fibers with ZBLAN [31, 32]. By using this technique, we 

believe that our proposed ZBLAN based PCF can be easily fabricated with the 

optimized design. 

 4. Conclusion 

 A ZBLAN based circular lattice photonic crystal fiber with a nearly zero ultra-

flattened chromatic dispersion is proposed and its optical properties are numerically 

investigated by using a finite-difference frequency-method (FDFD) combined with 

the perfectly matched layer (PML). The near zero chromatic dispersion is achieved by 

selectively infiltrating a liquid with an appropriate refractive index into the first core-

neighboring air holes ring and the flatness is obtained by appropriately reducing their 

radii. The numerical results indicate that a flattened chromatic dispersion with a 

fluctuation as small as 1.05 ps/nm km is obtained over a broad range of wavelengths 
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varying from 1.39 µm to 1.71 µm. Besides, the proposed structure exhibits high 

nonlinearity and ultra low confinement loss over a broad band of wavelengths. 

Furthermore, the supercontinuum generation at 1.55 µm is simulated by solving the 

Non Linear Schrödinger Equation (GNLSE) and using the Split Step Fourier Method 

(SSFM). By using 30 cm of fiber length, a supercontinuum spectra spanning 700 nm 

in the range 1200 nm to 1900 nm is successfully obtained by employing a 3.2 Kw 

peak power 100 fs input secant-hyperbolic pulse. Owing to its interesting properties, 

the proposed ZBLAN based PCF is found to be suitable for many applications such as 

spectroscopy, pulse compression, Dense Wavelength Division Multiplexing (DWDM) 

based telecommunication systems, ...etc. 
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Figures captions 

Fig. 1: Cross sectional view of the proposed  ZBLAN based PCF where the pitch and the diameters of  

the first inner ring and the cladding air holes are  , 1d and 2d , respectively. 

Fig. 2: Field distribution of the fundamental mode at 1.55 µm. 

Fig. 3: Variation of the chromatic dispersion with wavelengths for µm5.2 , 88.0/2 d , 

(a): 56.0/1 d , (b): 64.0/1 d  and nL varying from 1.33 to 1.37. 

Fig. 4: Variation of the chromatic dispersion with wavelength for nL = 1.35, µm5.2 , 

88.0/2 d  and /1d  varying from 0.56 to 0.64. 
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Fig. 5: Variation of the effective mode area with wavelength for nL = 1.35, µm5.2 , 

88.0/2 d  and /1d  varying from 0.56 to 0.64. 

Fig. 6: Variation of the nonlinear coefficient with wavelength for nL = 1.35, µm5.2 , 

88.0/2 d  and /1d  varying from 0.56 to 0.64. 

Fig. 7: Variation of the confinement loss with wavelength for nL = 1.35, µm5.2 , 

88.0/2 d  and /1d  varying from 0.56 to 0.64. 

Fig. 8: Evolution of a secant-hyperbolic pulse spectrum centered around 1.55 µm with a FWHM of 100 

fs over a fiber length of 30 cm where µm5.2 , 88.0/2 d , 608.0/1 d  and nL = 1.35. 
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Abstract  

CdS thin films were prepared by chemical bath deposition (CBD) technique. The bath 

solution is a mixture of Cadmium carbonate CdCO3 and thioureaas source of Cadmium 

and Sulfur respectively, ammonia was used as complexing agent. In order to investigate 

the deposition time; films were prepared with two deposition times 45 and 90 min.X-

raydiffraction, UV visible spectrophotometry and Fourier transform infrared techniques 

are used to investigate CdS thin films and the different steps of reactions leading to CdS 

product. Hexagonal CdS thin films were obtained with (002) preferred orientation and 

having crystallite size average in the range of 14.3 to 30.4 nmfor the two deposition 

times. CdS thin films transmittance is above 70% in visible region. Band gap energy was 

2.46 and 2.42eV for both samples.Studies of different solutions and steps leading to the 

formation of CdS products were carried. The formation mechanism of CdS thin films was 

proposed based on FTIR results. 

Corresponding author:: aida_salah2@yahoo.fr (M.S.Aida +213663 14 64 26) 

 



2 
 

1. Introduction  

Cadmium Sulphide (CdS) is an important binary (II-VI) semiconductor material, widely 

used as an efficient window layer in thin films basedsolar cell structures due to its high 

transitivity and low resistivity [1]. CdS thin films are prepared by several methods such 

as: spray pyrolysis [2], sputtering [3], electro deposition [4], vacuum evaporation [5] and 

chemical bath deposition (CBD) [6]. Chemical bath deposition is simple, low temperature 

and low cost.It has been used in the deposition of CdS thin films since the 1960 [7]. Due 

to its high transitivityand low resistivity as mentioned above; today, the most important 

application of CdSthin films isin photovoltaic cells [8]. The chemical process of CBD to 

elaborate CdS thin films consists of the slow release of Cd
+2

 from cadmium saltand S
-2

 

ions from thioureain chemical alkaline solution [9].A survey in the literature shows that 

during the years, different Cadmium sources have been used in this process to obtain 

Cd
+2

 from cadmium salt, such as Cadmium acetate [10], cadmium sulphate [11], 

cadmium chloride [12], cadmium nitrate [13] and cadmium iodide [14].While, thiourea is 

the most commonly used sulphur precursor [8]. Ammonia is used as complexing agent 

for the cadmium ions in the reaction solution. A large number of works were carried with 

the aim to prepare CdS thin films with good optoelectronic properties suitable for 

photovoltaic applications. 

The aim of this work is firstly, to study the use of another saltsource of Cd
+2

 such 

as cadmium carbonate which, to our best knowledge, was not used until now. Secondly, 

to monitor all reactions steps leading to CdS thin films formation. In this study, XRD, 

UV-visible and FTIR techniques were used to investigate the structural and optical 

properties of CdS thin films and to identify the chemical reactions leading to CdS 

formation. 
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2. Experimental details  

2. 1. CdS thin films elaboration 

CdS thin films were grown on microscope glass slides (ref 217102) having dimension 

(75mm x 25 mm x 1.1mm). Before deposition, glass substrates were cleaned in acetone 

and deionized water, respectively. 50 ml ofsolution was prepared at room temperature, 

which was composed of 0.0015 M Cadmium carbonate (CdCO3), 0.005 M thiourea 

(CS(NH2)2), 0.5 ml ammonium hydroxide 27% (NH3, H2O)as complexing agent and 

distilled water,for better dissolution of CdCO3 a  few drops of sulphuric acid were added. 

The mixture was stirred during 30 minutes to obtain a homogeneous solution. Just after 

immersing the substratein the bath, thesolution temperature was fixed at55°C. CdS thin 

films were deposited with two deposition times of45 and 90 min. Structural properties of 

CdS thin films were carried out using X-ray diffractometer (XPERT-PRO X-ray 

diffractometer system), withCu Kα(λ=1.54060Å and energy incidence 40kv, 40 mA). 

Angle scanning (2θ) value wasbetween (20-70°). Optical transmittance spectra were 

obtained using UV-visible spectrophotometer (Shimadzu, model 1800) working in the 

range 200-900 nm. 

2. 2. Chemical reactions and solution preparation 

In order to have an insight on thechemical reactions leading to CdS thin films formation, 

two solutions were prepared separately, (i) solution A (0.0015 M Cadmium carbonate 

(CdCO3), a few drops of sulphuric acid and distilled water) and (ii) solution B (A+ 0.5 ml 

ammonium hydroxide 27%). In conical flask the two solutions were constantly stirred for 

30 mints, and then the precipitates were filtered out and calcinedunder air condition.(iii) 

C solution is prepared by mixing ammonia with thiourea. To investigate the calcined 

product, rest of both A and Bsolutions,and C solution,Fourier transform infrared (FT-IR) 
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measurements were carried out using (Shimadzu, model IR Affinity-1) working in the 

range (400-4000 cm
-1

). 

3. Results and discussion 

3. 1. CdS thin films 

Fig.1 shows X-ray diffraction patterns of CdS thin films, deposited with 45 and 90 min 

and named in the following as (CdS45) and (CdS90) respactively. As can be seen both 

films diffraction patterns exhibit peaks at 26.7°, assigned to the (002) of CdS hexagonal 

structure and much well with spatial group P63mc (186) having Joint Committee Powder 

Diffraction System card (JCPDS No: 77-2306). Two peaks appear at 24.9° and 28.4° 

corresponding to plans (100) and (101)respectively in the case of (CdS90) whereas 

diffraction peak intensity increases with deposition time; this is a consequence of 

thickness increasing which leads to better crystallinity of CdS thin films. It is worth 

noting that CdS may crystallise in cubic or in hexagonal structure. However, for solar cell 

applications, hexagonal structured is preferred due to its thermodynamic stability [10]. 

The inter-planar spacing dhkl can be calculated from the X-ray diffraction profiles using 

the Bragg condition: 

nλ =2dhklsinθ                                (1) 

wheren is the order of diffraction, λ is the wavelength of the X-ray, θ is the diffraction 

angle. The calculated value of dhkl-spacing are recapitulated in table 1 andmatched well 

with those of the JCPDS 77-2306 data for hexagonal CdS. Lattice constants can be 

determined using the relation for hexagonal systems: 

 

    
  

           

   
 

  

  
                      (2) 
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where a and c are the lattice constants, hkl are the miller indices, the obtained values of a 

and c are0.4126 nm and0.6672nm respectively which are closely equal to standard ones 

of (JCPDS No: 77-2306 where a0= 0.4136nm and c0 = 0.6713nm).these values are 

illustrated in table 1 

The crystallite size (D) can be found using the Scherer formula: 

D= 
  

     
                               (3) 

where k is a constant nearly equal to 0.9,λ is the wavelength of the X-ray, θ is the 

diffraction angle and β is the width full at half maximum (FWHM) usually measured in 

radian. The crystallite size is enhanced with deposition time; the estimated values were 

equal to 14.3 nm and 30.5 nm for CdS45 and CdS90 respectively.  

3. 2 Optical properties 

Fig.2. shows the optical transmittance spectra of CdS45 and CdS90 thin films.As can be 

seen, both films exhibit a high transmittancein the visible range; it is in order of 70% to 

88% for CdS90 and 75% to 90% for CdS45. The later has higher transmittance which may 

be due to its lower thickness. The band gap energy of thin films is one of the most 

important parameters for optical window applications. According to Tauc’s relation [15], 

optical band gap (Eg)can be obtained by extrapolating the straight line portion,as shown 

in Fig.3, of the plot (αhν)
2
 versus hν to the energy axis (αhν)

2
= 0 (where α is the 

absorption coefficient and hν is the photon energy). Eg values are found to be 2.46eV and 

2.42eV for CdS45 and CdS90 respectively.Those values are agreed with ones reported in 

literature [6, 10, 14]. 

3. 3. Reactions leading to CdS product 
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In order to investigate and toidentify the chemical reactions leading to the formation of 

the CdS product, different solutions A, B and C, as described in experimental details, 

were used for this purpose. 

3. 3. 1. Fourier Transform Infra-Red Spectroscopy (FTIR) 

Fourier transforms infrared spectra (FTIR) is a technique which is used to obtain 

information about the chemical bonding in a material by producing an infrared absorption 

spectrum.It can be used to determine the nature and the structure of compounds. In this 

work it is used to identify the chemical reactions leading to the formation of the CdS thin 

film. FTIR spectra, in 400-4000cm
-1

 range, of residual products and solutions by using 

KBr as support were released. 

3. 3. 2. FTIR spectrum of cadmium carbonates (CdCO3)  

Fig.4. shows the FTIR spectrum in the wavenumber range (400-4000 cm
-1

) of Cadmium 

Carbonate (CdCO3) powder which was used as precursor in the present study.A broad 

absorption band centred at 3440 cm
−1

 and a small band, around 1620 cm
-1

, are due to the 

-OH groups stretching vibration[16]. As mentioned in the figure,a strong broad 

absorption centred at about 1448 cm
-1

 is connected with the asymmetric stretching 

vibration which is attributed to the vibrations in CO3
-2

anion. Two absorption bands,strong 

sharp band at 852 cm
-1

and at 718 cm
-1 

are assigned to the bending out plane vibrations of 

this anion [17].FTIR spectrum contains also peaks at1795cm
-1

 and 2472cm
-1

which are 

expected for CdCO3 [18]. 

3. 3. 3. FTIR spectrum of calcined products from A and B  

The infrared spectrum for fine calcined powdered samples of A and B were obtained 

from FTIR in KBr as support in the range 400-4000cm
-1

 and compared with carbonate 
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cadmium one which are represented in Fig.5. It was noticed that all the three spectra are 

similar in shape. Nuance at around 3400 cm
-1

 maybe is due to the presence of different 

amount of humidity in the products. From this similarity one can inferredthat the 

precipitates in both A and B are only an amount of no dissociated carbonate cadmium.  

FTIR spectrum of obtained solution after filtration from A (CdCO3 with water and 

H2SO4) is represented in Fig.6. Peaks at 1054, 1080 and 1180 cm
-1

 indicate the presence 

of the coordinated SO4
-2

ion [19, 20], whereas peaks at1633 and 3443 cm
-1

are due to -OH 

groups stretching vibration [21, 22]. The spectra show a peak around 2360 cm
−1

 is 

assigned to the antisymmetric stretching mode of CO2 [23]. Peak at around 2083 cm
-1

 

indicated the presence of CO [24] which may be formed from CO2.From such 

observations a possible chemical reaction,to describe what has happened in the solution A 

to lead to free Cd
+2

, can be written as follows: 

                    
                                         (4) 

FTIR spectrum of the obtained solution after filtration from B (CdCO3 with water, H2SO4 

and NH3) is represented in Fig.7. Peaks at 617, 670 and 3267 cm
-1

 confirm the presence 

of NH3[25], peak at 462cm
-1

is correlated to the Cd-Nbond [26], Peaks at 981 and 1103 

cm
-1

 are attributed to SO4
2-

[27]. The presence of NH4
+
 is confirmed by the two peaks at 

3046and 1400 cm
-1

[28, 29], peaks at 3434 and 1633 cm
-1

are due to the -OH groups 

stretching vibration[22, 23]. From all above resulting peaks evidence, the structure of the 

compound products are: SO4
2-

, NH4
+
 and cadmium tetramin [Cd(NH3)4]

2+
 complex ion, 

which reduces the overall speed of reaction. It is worth noting the absence of such peaks 

at 3531, 3588and 3607 cm
-1

[19, 23], which are related to the presence of Cd(OH)2, 

confirming its non-existence in the final state. 
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From such observations a possible chemical reaction to describe what has happened in 

the solution B can be written as follows: 

                

 [         ]      
   

        
                                        

3. 3. 4. Effect of ammonia on B solution  

In other hand, the FTIR of the products of the reaction between ammonia and thiourea CS 

(NH2)2 is given in Fig.8. The peaks obtained at 2065 cm
-1

 and 1083 cm
-1

 are assigned to 

N≡C and N-C respectively[30, 31], while peaks at 1627 and 3376cm
-1

 are assigned to 

NH2[32],which means the formation of (NCNH2). Peaks at 1400 and 1476 cm
-1

 indicate 

the presence of NH4
+
[28, 29], peaks around 1633 and 3434 cm

-1
which overlap with NH2 

peak completely. The two peaks are assigned to H2O[22, 23]. Then, it may be concluded 

that the reaction of thiourea and ammonia can be written leading to free S
-2

 ions as 

follows: 

              
                      

                   (6) 

The overall reaction can be written as follow: 

                         

        
             

         
      

                                                                 

From the global equation, it’s clear that the quantity of ammonia (NH3) should be more 

sufficiently to ensure the transformation of Cd
2+

 into cadmium tetramin [Cd(NH3)4]
2+

 

(eq:5) and showing up (NH4
+
, OH

-
 as if they formed from equilibrium of ammonia in 



9 
 

water: NH3 + H2O    NH4
+
+ OH

-
) to make basic solution which is necessary for 

occurring reaction (6). The later combined with reaction (5) lead to CdS thin film 

formation as shown in schematic illustration (8) where chain of chemical and mechanism 

reaction may be proposed as follow: 

 

Schematic illustration of the formation process of CdS. 

4. Conclusion 

In this work CdS thin films were deposited by CBD method on glass substrate at 55°C 

heated solution containing cadmium carbonate as source of Cd
+2

 and ammonia as 

complexing agent and thiourea as source of S
-2

. X-raysdiffraction results confirm that 

CdS thin films growth under hexagonal structure with (002) orientation with crystallite 

size average in 14.3-30.4 nm for both films. From optical studies elaborated CdS thin 

films exhibit transmittance over than 70% in visible range and band gap energy lies in 

therange of 2.46 to 2.42 eV with increasing films thickness.Composition analysis of 

different solutions leading to the formation of CdS products using FTIR analysis 

indicatesthat, for calcined precipitate and different steps solution, Cd
+2

 released from 

cadmium carbonate by the activation of sulphuric acid then complexes with NH3 to form 

cadmium tetramin [Cd(NH3)4]
+2

, while the S
-2

released from thiourea by (NH4
+
+OH

-
) 
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action on it.Chain of chemical and mechanism reaction leading to CdS thin film 

formation were proposed. 
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Figure captions 

Fig. 1. XRD spectra of CdS thin films deposited with different times. 

Fig. 2. Optical transmission spectra of CdS thin films deposited with different times. 

Fig. 3.Tauc’s plot used for determination of optical band gap of CdS thin films. 

Fig. 4.FTIR spectrum of Carbonate cadmium salt. 

Fig. 5.FTIR spectrum of Carbonate cadmium and calcined powder samples obtained 

from A and B solutions (see text). 

Fig. 6. FTIR spectrum of residual solution obtained from A. 

Fig. 7. FTIR spectrum of residual solution obtained from B. 

Fig. 8. FTIR of the products obtained from the reaction between ammonia and 

thiourea (solution C). 

Table captions  

Table. 1: Lattice parameters recapitulation 
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Fig. 1 

 

 

Fig.2 
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Fig.3 

 

 

 

Fig.4 
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Fig. 5 

 

 

Fig. 6 
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Fig. 7 

 

 

 

Fig. 8 
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Table 1 

 

 

Material  Lattice constants (nm)  d(hkl)(nm) of plane Grain size(nm) 

a ∆a= a-a0 c ∆c=c-c0 (100)   (002)  (101) 

H-CdS JCPDS 

card No: 77-2306 

0.4136 --- 0.6713 --- 0.3583 0.3357 0.3160      --- 

CdS45 
0.4081 -0.0055 0.6624 -0.0089 --- 0.3336 --- 14.3 

CdS90 
0.4126 -0.0010 0.6672 -0.0041 0.3573 0.3336 0.3140 30.5 
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a b s t r a c t

To improve TEM00-mode solar-pumped laser output power stability, a monolithic fused silica twisted
light guide was firstly produced and then combined with both a 2D-CPC (Compound Parabolic
Concentrator) and a 2 V-shaped cavity to achieve uniform pumping along a 3 mm diameter, 50 mm
length, 1.0 at.% Nd3+:YAG rod through an heliostat-parabolic mirror system. Based on both refractive
and total internal reflection principles, the light guide provided an effective solution to both guiding
and redistributing highly concentrated solar radiations. A near-Gaussian profile focal spot was trans-
formed into a uniform rectangular-shaped light column, facilitating further pump light coupling into
the long and thin laser rod within the 2 V-shaped pump cavity. Optimum pumping parameters and solar
laser output powers were found through both ZEMAX� non-sequential ray-tracing and LASCAD� laser
cavity analysis codes. The light guide reduced considerably the thermal lensing effects of the solar laser.
2.7 W continuous-wave TEM00-mode (M2 � 1.05) 1064 nm solar laser emission with 2.3 W/m2 collection
efficiency and, more importantly, with 1.7% stability was finally achieved, being significantly more stable
than the previous TEM00-mode solar lasers.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Shortly after the invention of laser, the idea of directly convert-
ing free broad-band solar radiation into coherent narrow-band
laser radiation appeared (Young, 1966). If lasers are needed in
remote locations where sunlight is abundant and the other forms
of energy are scarce, a solar laser would seem to be a natural
choice. Broadband, temporally constant, sunlight can be converted
into laser light, which can be a source of narrowband, collimated,
rapidly pulsed, radiation with the possibility of obtaining extre-
mely high brightness and intensity. Compared to other electrically
powered lasers, solar lasers are much more simple and reliable due
to the complete elimination of artificial pump sources and their
associated electrical power generation and power conditioning
equipment. Thus, direct excitation of large lasers by sunlight offers
the prospect of a drastic reduction in the cost of coherent optical
radiation for high average power applications, leading to numerous

environmental and economic benefits. The solar laser technology
has therefore great potentials for various space applications, such
as Earth, ocean, and atmospheric sensing, laser power beaming,
free space communications (Guan et al., 2017). Powered by abun-
dant solar energy, solar laser are also suitable for many terrestrial
applications such as high temperature materials processing, mag-
nesium–hydrogen energy cycle (Yabe et al., 2006). Many applica-
tions listed above can only be feasible with lasers of high-beam-
quality, most preferably, in TEM00-mode since it produces the
smallest beam divergence, the highest power density and, hence,
the highest brightness (Overton, 2013).

The growing importance of solar-pumped lasers has attracted
considerable attention. Many studies have already been carried
out to improve solar laser efficiencies (Young, 1966; Arashi et al.,
1984; Weksler and Shwartz, 1988; Lando et al., 2003; Yabe et al.,
2007; Ohkubo et al., 2009; Liang and Almeida (2011), Liang et al.,
2013, 2016a,b, 2017; Payziyev et al., 2011; Payziyev and
Makhmudov, 2016; Dinh et al., 2012; Almeida et al., 2012, 2013,
2015; Xu et al., 2014; Guan et al., 2017). Since the sunlight does
not provide enough flux to initiate laser emission, additional

http://dx.doi.org/10.1016/j.solener.2017.07.048
0038-092X/� 2017 Elsevier Ltd. All rights reserved.
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focusing optics are needed to both collect and concentrate the solar
radiation to excite laser medium. Parabolic mirrors have long been
explored to achieve tight focusing of incoming solar radiation
(Young, 1966; Arashi et al., 1984; Weksler and Shwartz, 1988;
Lando et al., 2003; Payziyev et al., 2011; Payziyev and
Makhmudov, 2016; Almeida et al., 2012, 2013, 2015; Liang et al.,
2013, 2015, 2016a,b, 2017). To maximize the solar radiation that
impinges on the laser crystal, the 3D-CPC, the 2D-CPC and the V-
shaped pump cavity are usually used as secondary and tertiary
concentrators in solar lasers because they can either compress or
wrap the concentrated solar radiations from their input aperture
to the laser rod and give an additional concentration. Nevertheless,
significant progresses in solar laser efficiency have been made in
the last decade after the adoption of Fresnel lenses as primary solar
concentrators (Yabe et al., 2007; Ohkubo et al., 2009; Liang and
Almeida, 2011; Dinh et al., 2012; Xu et al., 2014; Guan et al.,
2017). 30.0 W/m2 collection efficiency, defined by the ratio
between laser output power and primary concentrator area
(Lando et al., 1995), was attained by pumping a 6 mm diameter,
100 mm 4m2 area large Fresnel lens (Dinh et al., 2012). However,
very large M2

x = M2
y = 137 factors have been associated with this

approach, resulting in very poor beam quality, only 0.0064 W value
of the beam brightness figure of merit – defined as the ratio between
laser power and the product of M2

x and M2
y. Most recently, 31.5 W/m2

multimode, 7.9 W/m2 TEM00-mode solar laser collection efficiencies
were achieved (Liang et al., 2017) by using the heliostat-parabolic
mirror system in the PROMES – CNRS (Procedes, Materiaux et Ener-
gie Solaire – Centre National de la Recherche Scientifique) in France,
surpassing the previous record (Dinh et al., 2012) by the 4 m2 Fresnel
lens installed on a solar tracker. Even though Fresnel lenses have
been preferred due to their simplicity, easy availability, and low cost,
there still exist practical inconveniences, regarding to their use in
solar lasers. The laser head pumped by the Fresnel lens solar concen-
tration system moved together with the whole solar tracking struc-
ture (Yabe et al., 2007; Liang and Almeida, 2013), an optical fiber
thus became necessary for the transportation of solar laser radiation
to a fixed target position. This in turn affected negatively the effi-
ciency of the whole solar laser system due to optical fiber transmis-
sion loss. The advantage of having an indoor laser head at the focus
of a heliostat primary concentrator system has become much more
obvious for applications such as material processing where a vac-
uum chamber should usually be installed nearby. Moreover, Fresnel
lenses also cause a significant dispersion of solar radiation spectrum
along its focal zone, hindering further efficient solar pump light con-
centration into the thin laser rod by both secondary and tertiary
concentrators.

Because of its smooth intensity profile, low divergence and abil-
ity to be focused to a diffraction-limited spot, it is highly desirable
to operate a solar-pumped laser in the lowest mode possible:
TEM00-mode. To achieve this, several pumping schemes have been
built. TEM00-mode solar lasers can have either side-pumping or
end-pumping configurations (Arashi et al., 1984; Brauch et al.,
1991). Although the most efficient laser systems have end-
pumping approaches, the thermal lensing effects caused by non-
uniform distribution of pump light in these pumping configura-
tions affect negatively their efficiencies. Side-pumping configura-
tion can present higher brightness as it allows a uniform
absorption distribution along the rod axis and spreads the
absorbed power within the laser medium, reducing the associated
thermal loading problems. Besides, the free access to both rod ends
permits the optimization of more laser resonator parameters,
improving largely the laser beam quality and enabling the efficient
extraction of solar laser in fundamental mode. Minimizing a laser
rod volume reduces cost, and reducing the diameter makes the
rod more resistant to thermal stress. Also, as the rod acts as an
aperture, by pumping a small diameter laser rod, high-order res-

onator modes can be suppressed by large diffraction losses, and
beam quality improves (Lando et al., 2003). For these reasons, we
have been insisting on improving the TEM00-mode solar laser
power and beam profile by side-pumping small diameter rod
(Liang and Almeida, 2013; Liang et al., 2015).

In order to clearly understand all the previous TEM00-mode
solar laser performances, research details are summarized in
Table 1. Some literatures (Geraldes and Liang, 2008; Pereira and
Liang, 2009; Liang and Pereira, 2009; Almeida and Liang, 2012)
are merely numerical simulations for the improvement of funda-
mental mode solar laser output performance, while others already
include experimental results (Liang and Almeida, 2013; Vistas
et al., 2015; Almeida et al., 2015; Liang et al., 2015, 2016, 2017).
Direct solar laser pumping configuration was firstly tested (Liang
and Almeida, 2013; Vistas et al., 2015; Liang et al., 2015, 2017),
where the concentrated solar radiation at the focus was efficiently
coupled within the laser rod, through either a fused silica aspheric
lens, or a semi-cylindrical lens or an ellipsoidal-shaped lens, allow-
ing the efficient generation of fundamental mode laser power,
resulting also, unfortunately, in stronger thermal lensing and a
non-uniform distribution along the laser rod. Fused silica light
guide with large rectangular cross section can be used in indirect
pumping configuration, uniform pump light distribution was
attained, but efficient light coupling from the light guide to the
laser rod was affected (Almeida et al., 2015; Liang et al., 2015).
5.5 W continuous-wave TEM00-mode 1064 nm laser power was
registered (Almeida et al., 2015), however, serious laser beam sta-
bility problem was found with further increase in pump power,
laser output power approached to a peak value and then dropped
abruptly, meaning that the laser resonator operation had moved
out of stability zone as the thermal lensing effect got stronger
and finally the laser stopped oscillating. A more stable
continuous-wave TEM00-mode 1064 nm solar laser power of
4.4 W was also measured (Liang et al., 2015), but at the cost of rel-
atively low collection efficiency of 1.91 W/m2 (Liang et al., 2015).
Most recently, 9.3 W continuous-wave TEM00-mode 1064 nm solar
laser power was measured, corresponding to 7.9 W/m2 TEM00-
mode solar laser collection efficiency. However, most efficient
end-side-pumping of a 4 mm diameter 35 mm length Nd3+:YAG
rod through a large aspheric lens has introduced a non-uniform
absorbed pump light distribution, resulting in the TEM00 – mode
beam with only M2 � 1.2. The beam stability was sensible to the
variation of the thermal focal length of the rod. Also most recently,
a non-symmetric fused silica twisted light-guide was used to
achieve nearly uniform pumping along a 3 mm diameter and 50
mm length Nd:YAG single-crystal rod (Bouadjemine et al., 2017).
2.3 W continuous-wave fundamental mode 1064 nm solar laser
power was measured, corresponding to 1.96 W/m2 TEM00 mode
solar laser collection efficiency and 2.2 W laser beam brightness
figure of merit. The non-symmetric twisted light guide in Table 1
provided a nearly uniform pump profile along the rod and further
enhancements in both light guide architecture and solar laser col-
lection efficiency are possible.

To improvement of the fundamental mode solar laser perfor-
mance, the monolithic fused silica twisted light guide will be intro-
duce in this paper. Based on the refractive and total internal
reflection principles, the light guide, by serving also as a beam
homogenizer, transformed the near Gaussian profile of the concen-
trated light spot at its large square input face into a uniform pump
light distribution at its rectangular output end, facilitating further
efficient light coupling into a long and thin laser rod. Fused silica
was an ideal optical material for transmitting highly concentrated
solar energy, it had a low coefficient of thermal expansion, and was
resistant to scratching and thermal shock and it had a high optical
purity 99.999%. To provide the desired form of the twisted light
guide, two techniques were possible, shaping the light guide in
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either high-temperature environment or directly sculpturing from
a fused silica slab at room temperature. For the first technique,
high-temperature environment (hydrogen flame, more than
1500 �C) and pure graphite moulds were needed for controlling
the bending curvatures of the light guide for lamp-pumped lasers
(Bernardes and Liang, 2006).

High temperature light guide shaping technique would be effec-
tive if each single curved light guide were produced separately, but
the problem of water leakage would appear if several curved light
guides were joined together. For cold production, direct glass
sculpturing technique was chosen because it allowed the fabrica-
tion of the monolithic light guide at room temperature and hence
avoiding water leakage problem. To the best of our knowledge, this
is the first report of the successful sculpturing of a monolithic fused
silica twisted light guide for solar laser research.

The radiation transmission and homogenization capacity of the
monolithic light guide was combined with the light focusing prop-
erties of both the 2D-CPC concentrator and the 2 V-shaped cavity
to provide efficient side-pumping to the 3mm diameter, 50 mm
length Nd3+:YAG rod. 2.7 W continuous-wave 1064 nm TEM00-
mode solar laser power with 2.3 W/m2 collection efficiency was
measured. More importantly, an excellent TEM00-mode
(M2 � 1.05) beam profile with the beam stability of less than
1.7% were achieved simultaneously. The TEM00-mode solar laser
system composed of the heliostat-parabolic mirror system, the
monolithic light guide, the solar laser head with both 2D-CPC con-
centrator and the 2 V-shaped pump cavity will be explained in Sec-
tion 2. Numerical optimization of the solar laser design parameters
and solar laser output performances by both ZEMAX� and LAS-
CAD� numerical analysis codes will be explained in Section 3.
The final test of the TEM00-mode solar laser output performance,
carried out in the PROMES-CNRS (Procedes, Materiaux et Energie
Solaire – Centre National de la Recherche Scientifique) in France
will be given in Section 4, followed by both discussions and
conclusions.

2. Solar-pumped TEM00 mode Nd3+:YAG laser by the heliostat-
parabolic mirror system

2.1. Solar energy collection and concentration by the PROMES-CNRS
heliostat-parabolic system

A large plane mirror (3.0 m � 3.0 m) with 36 small flat
segments (0.5 m � 0.5 m each), mounted on a two-axis heliostat,

redirected incoming solar radiation towards the horizontal pri-
mary parabolic mirror. The reflected parallel solar rays illuminated
everything in their way, including the shutter, the 2 m diameter,
850 mm focal length parabolic mirror, the doors and even the
external walls of the laboratory. We actually used only the 1.4 m
diameter central area of this mirror, as illustrated in Fig. 1. After
discounting the shading effects of a shutter, an X-Y-Z axes posi-
tioning system, a multi-angle vise, a 0.3 m diameter central open-
ing of the parabolic mirror and an asymmetrical solar laser cavity,
as shown in Figs. 1 and 2, 1.18 m2 effective collection area was cal-
culated. All the mirrors were back-surface coated with silver, so
only 59% of incoming solar radiation was effectively focused to
the focal zone. There were several reasons contributing to such a
low total reflectivity: (1) High iron contents glass substrate mate-
rials (10 mm thick for the parabolic mirror and 5 mm for the plane
mirror) were used to build the mirrors. Considerable absorption
loss can therefore occur, (2) there were no anti-reflection coatings
on the front surfaces of these mirrors. For an average solar irradi-
ance of 1000 W/m2 in Odeillo, July 2016, more than 600W solar
power was focused into a near-Gaussian pump light spot with 11
mm full width at half maximum (FWHM).

2.2. Nd:YAG solar laser head with the monolithic fused silica twisted
light guide

The solar laser head, composed by the fused-silica twisted light
guide, the solar laser head with the secondary 2D-CPC concentra-
tor, the tertiary 2 V-shaped pump cavity and the long and thin
rod, was mechanically mounted to the laser resonant cavity, which
was fixed on an X-Y-Z axis positioning system by using the multi-
angle vice, as shown in Figs. 1 and 2. An accurate optical alignment
in the focal zone was hence ensured. The thin Nd:YAG rod was
actively cooled by water at 6 L/min flow rate.

2.3. Fused silica twisted light guide with tracking error compensation
capacity

The concentrated solar radiation was firstly collected by the
twisted fused silica light guide with 16 mm � 16 mm input face.
It was then transmitted along 110 mm length, observing both
refraction and total internal reflection principles, to its rectangular
output end with 8 mm � 32 mm, as illustrated in Figs. 2 and 3. The
twisted light guide provided a good solution for both transmitting
and redistributing efficiently the concentrated solar radiation at

Fig. 1. Solar laser pumping scheme by the PROMES-CNRS solar energy collection and concentration system.
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the focus. The near-Gaussian profile of the concentrated light spot
incident on the input face of the light guide assembly was there-
fore transformed into a rectangular pump light column at the
assembly output end. This ensured a homogenous pump light dis-
tribution along the output end of the guide. To produce the mono-
lithic fused silica twisted light guide, composed of a lower straight
part with rectangular cross section and two upper twisted parts
with square cross-sections, as observed in Figs. 2 and 3. A fused sil-
ica slab of 99.999% optical purity, 35 mm � 35 mm square cross-
section and 115 mm length, was cut, ground and polished to its
final dimensions. The production of the twisted fused silica light-
guide was a both time consuming and delicate job. The process
was subdivided into three steps. The fused silica slab was firstly
cut and sculpted by diamond tools and gradually ground into the
shape of the twisted light-guide as optimized by both ZEMAX�

and LASCAD� numerical analysis codes. Secondly, the twisted
light-guide was further dimensioned by coarse grinding paper.
Finally, optically transparent input and output faces and side sur-
faces of the fused silica light guide, as shown in Fig. 2, was achieved
by the final polishing

Heliostat orientation errors moved the center of the absorption
distribution within the laser rod, resulting in less laser output
power and a non-uniform beam profile, degrading the performance
and quality of the laser output. The light guide with large input
face was therefore essential to overcoming this problem, serving
as a beam homogenizer by transforming the near-Gaussian profile
of the concentrated light spot at its input face into a uniform pump
light distribution at its output end, as shown in Fig. 3. By using a
light guide with 16 mm � 16 mm square input face and 8
mm � 32 mm rectangular output end, the long and thin rod could

Upper twisted part 

Lower straight part

Fig. 3. 3D design of the solar laser head, composed of the monolithic twisted light guide, the 2D-CPC concentrator and 2 V-shaped pump cavity and the 3 mm diameter,
50 mm length Nd:YAG rod.

 

Lower straight part
Upper twisted part

Fig. 2. Solar-pumped Nd:YAG laser head composed of the monolithic light guide, the solar laser head and the laser resonant cavity.
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be pumped efficiently. The rod diameter was also a key parameter
for achieving high transfer efficiency and reducing the heliostat
orientation error dependent losses. For the focal distance of 0.85
m, a typical 0.2� orientation error corresponded to approximately
2.55 mm displacement in both X and Y axes. Fig. 4 gave pump light
distribution at different sections along the light guide, the pump
distribution along the laser rod and the output laser beam
profile. Zero-orientation error corresponded to the optimum
alignment between the heliostat and the primary parabolic
concentrator.

Heliostat orientation error displaced the circular light spot away
from the central point at the input face of the light guide. Zero ori-
entation error occurred when the optimum alignment between the
heliostat and the primary parabolic concentrator was achieved.
Pump light in this case was efficiently transmitted and uniformly
redistributed along the rod through the twisted light guide,
resulting in 3.14W numerically calculated TEM00-mode solar laser

output power and an excellent Gaussian fundamental mode beam
profile (detailed descriptions in Section 3). If the focal spot moved
in the X-axis direction parallel to the laser rod axis, then the strong
pump absorption distribution was shifted correspondingly along
the rod in the axial direction, causing only a minor variation in both
output laser power and beam profile. However, if the focal spot
moved in the Y-axis direction perpendicular to the rod axis (the
transversal shift), then the strong absorption distribution within
the rod was shifted laterally in the direction perpendicular to the
rod axis. For the displacement of the focal spot along either
X-axis or Y-axis, more pump light coupling could be achieved
through the lower straight part of the light guide, as shown in
Fig. 4b and c, the output laser power was increased respectively
to 3.19 W and 3.22 W in the LASCAD� analysis in Section 3. For
the combined tracking errors of 2.55 mm in both X and Y axes,
the focal spotwas shifted obliquely from the center of the input face
of the lower straight part of the light guide, then the homogeny of

Fig. 4. Pump light distribution at different sections along the light guide, for the cases of (a) zero orientation error, (b) X-axis with 2.55 mm displacement, (c) Y-axis with
2.55 mm displacement and (d) combined X-Y axes with 2.55 mm displacement on both axes.
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the pump light distribution within the rod was affected, causing a
slight reduction in laser output power to 3.09 W and a little modi-
fication of the fundamental mode beam profile as shown in Fig. 4d
and Section 3.

2.4. 2D-CPC secondary concentrator and the 2V-shaped pump cavity

The 2D-CPC concentrator had 11 mm � 36 mm rectangular
large input aperture, 7 mm � 36 mm small output aperture and
was 10 mm in height, as shown in Fig. 5. The 2D-CPC was used
to convert the radiation from a large-area homogenous source
emitting uniformly into a small angle, to a small-area homogenous
output emitting uniformly into a large angle, thus the source éten-
due was preserved (Liang et al., 2013). This preservation implied
that irradiance was higher at the output surface than at the
entrance aperture, leading to a net concentration of the pump
radiation.

The two-dimensional 2 V-shaped cavity had an entrance aper-
ture of 7 mm � 36 mm and 5 mm depth. The 2 V-shaped cavity
was composed of V-shaped reflectors, V1 with 47.5� half-angle
and V2 with 14� half-angle relatively to V1. This combination was
much more effective in coupling highly concentrated light rays
with different incidence angles into the laser rod as compared to
using only a single V-shaped reflector. The inner walls of both V1

and V2 were bonded with a protected silver-coated aluminum foil
with 94% reflectivity. Water material also ensured an efficient light

coupling, while partially preventing both UV solarization and IR
heating to the laser rod. By combining the light concentration
capacity of both the 2D-CPC concentrator and the 2 V-shaped
pump cavity with the light homogenization capacity of the twisted
light guide, uniform pump power deposition within the laser rod
was achieved. All the above optimized design parameters of the
whole laser system were found by both non-sequential ray-
tracing ZEMAX� and laser cavity design and analysis LASCAD�
codes.

3. Numerical optimization for extracting the maximum TEM00-
mode laser power

3.1. Optical design parameters of the solar laser system by ZEMAX�
analysis

The aforementioned optical design parameters in Section 2
were optimized through ZEMAX� non-sequential ray tracing soft-
ware to obtain the most favorable absorbed pump flux distribution
within the Nd3+:YAG rod. The standard solar spectrum for one-
and-a-half air mass (AM1.5) (ASTM Standard G173-03, 2012) was
used as the reference data for consulting the spectral irradiance
(W/m2/nm) at each wavelength. The terrestrial solar irradiance of
1000W/m2 in Odeillo, France, was considered in ZEMAX� soft-
ware. The effective pump power of the light source took into

Fig. 5. (a) 2D-CPC concentrator and 2 V-shaped pump cavity, within which the 3 mm diameter, 50 mm length rod was efficiently pumped. (b) Photo of the pump cavity with
the Nd3+:YAG laser rod.
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account the 16% overlap between the absorption spectrum of the
Nd3+:YAG medium and the solar spectrum (Zhao et al., 2007).
The half-angle of 0.27� subtended by the Sun was also considered
in the analysis. The absorption spectrum of fused silica and water
materials were included in ZEMAX� numerical data to account for
absorption losses. For 1.0% Nd3+:YAG laser medium, 22 peak
absorption wave lengths were defined in ZEMAX� numerical data.
All the peak wavelengths and their respective absorption coeffi-
cients were added to the glass catalogue for Nd3+:YAG material
in ZEMAX� software. Solar irradiance values for the 22 absorption
peaks could be consulted from the standard solar spectra for AM1.5
and saved as source wavelength data. In raytracing, the laser rod
was divided into a total of 18,000 zones. The path length in each
zone was found. With this value and the effective absorption coef-
ficient of 1.0% Nd3+:YAG material, the absorbed power within the
laser medium was calculated by summing up the absorbed pump
radiation of all zones. The 1.0 at.% Nd:YAG rod (inset of Fig. 3),
was supplied by Chengdu Dong-Jun Laser Co., Ltd. Both end faces
of the rod are antireflection (AR) coated for the laser emission
wavelength (R < 0.2% @ 1064 nm).

3.2. Numerical analysis of TEM00 – Mode solar laser operation by
LASCAD� software

The absorbed pump flux data from the ZEMAX� analysis in Sec-
tion 3.1 was then processed by LASCAD� software to study the
laser beam parameters of Nd3+:YAG rod. The stimulated emission
cross-section of 2.8 � 10�19 cm�1, the fluorescence life time of
230 ms (Koechner, 1999) and a typical absorption and scattering
loss a = 0.003 cm�1 for the 1.0 at.% Nd3+:YAG medium were
adopted. An averaged solar pump wavelength of 660 nm was also
considered (Weksler and Shwartz, 1988). In LASCAD� analysis, the
optical resonator was comprised of two opposing parallel mirrors
at right angles to the axis of the laser medium, as shown in
Fig. 5. The end mirror was high reflection coated (HR, 99.98%).
The output coupler was partial reflection coated (PR) with the
reflectivity variable between 85% and 99%, according to different
laser rod diameter. L1 and L2 represent the separation length of
the HR and PR mirrors to their nearest end face of the laser rod,
respectively. The sum of absorption, scattering, and diffraction
losses for laser emission wavelength within the active medium
constituted the most important part of round-trip resonant cavity
losses. Imperfect HR and AR coating losses of both laser medium
and resonator cavity mirrors were also an important portion of
the round-trip losses. For the laser rod of length LR = 50 mm
(Fig. 3). The amount of absorption and scattering losses was 2a
LR = 3.0%. Assuming 0.4% of imperfect HR and AR coating loss, the
round-trip losses increased to 3.4 %. The diffraction losses
depended on rod diameter, resonator length and radius of curva-
ture (ROC) of the resonator mirrors. Conventionally, lasers were
designed to operate at the middle of thermally stable zones, where

the fundamental mode size was insensitive to thermal perturba-
tion. The adoption of the asymmetric resonator configuration with
concave end mirrors of large radius of curvature (ROC) has shown
to provide a large spatial overlap between the fundamental mode
and pump mode volume (Liang et al., 2015; Vistas et al., 2015).
L1 was a key parameter for achieving the optimum mode overlap.
If L1 increased, the fundamental mode size grown up, especially for
high input power level. Thus, if we aimed to obtain efficient extrac-
tion of TEM00-mode laser, the laser should operate close to the
edge of the optically stable region, where the fundamental mode
size was more sensitive to thermal focus fluctuations. With further
increase in pump power, the fundamental mode size would grow
up automatically to a value suitable for TEM00-mode operation
and very good beam quality was expected. An asymmetric optical
resonator was an excellent configuration for achieving large spatial
overlap between the fundamental mode volume and pump vol-
ume, improving thus the laser beam quality (Vistas et al., 2015).
For efficient extraction of TEM00-mode solar laser power from
the absorbed solar pump power within the rod, large ROC = �5 m
end mirrors were adopted. L2 was fixed at 60 mm while L1 varied
between 500 mm and 515 mm Fig. 6. Nd3+:YAG rods with several
diameter were studied to find the optimum TEM00-mode laser
beam parameters. The laser rod diameter played a crucial role on
the beam quality factors and, consequently, on the extraction of
TEM00-mode solar laser power. Since the laser rod acted as an
aperture, high order resonator modes was easily suppressed with
small diameter rod due to large diffraction losses, improving thus
the beam quality. The 3 mm diameter rod, pumped within the
asymmetric resonator with L1 = 506.6 mm, presented the beam
quality factors, Mx

2 = 1.1 My
2 = 1.1. In this case, LASCAD� analysis

gave a diffraction loss of 0.42%. The total round-trip loss
of 3.4% + 0.42% = 3.82% was hence calculated, resulting in 3.14 W
TEM00-mode solar laser power, corresponding to 2.66 W/m2

TEM00-mode collection efficiency. Other TEM00-mode solar laser
powers with 2.5 mm displacement errors in X, or Y axis, or in both
X and Y axes were also calculated correspondingly, as given in
Fig. 4 in Section 2.

The TEM00-mode laser beam profile attained with the 3 mm
diameter rod, within the asymmetric resonator with L1 = 506.6
mm and L2 = 60 mm, are shown in Fig. 7. It has a near diffraction
limited Gaussian distribution, leading to Mx

2 = 1.1 My
2 = 1.1 laser

beam quality in the LASCAD� analysis.

3.3. Numerical analysis of input solar power dependent TEM00 – Mode
solar laser power and its beam profile by LASCAD� software

Both ZEMAX� and LASCAD� softwares were used to study the
input solar power dependent TEMoo-mode laser powers and beam
profiles of both the conical-shaped end-side-pumped laser (Liang
et al., 2017, Fig. 8a) and the side-pumped laser by the twisted light
guide (Fig. 8b). In Fig. 8a, low-order mode solar laser beam profiles

Fig. 6. Asymmetric laser resonant cavity for the efficient production of fundamental mode solar laser power. L1 and L2 represent the separation length of the high reflection
(HR) mirror and partial reflection (PR) mirror, respectively, to the end face of the laser rod with length LR.
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were changed to a Gaussian TEM00-mode profile when input solar
power at the focus approached 700 W, when the shutter was
removed. 9.6 W fundamental mode laser power was numerically
calculated. The TEM00-mode solar power was found to be very sen-
sitive to the variation of input solar power at the focus. Slight
increase in input solar power above 700W led to a shorter thermal
length, causing the extinction of solar laser output power. Reduc-
tion in solar power alleviated considerably the thermal lensing
effect, permitting either two-mode, or other low-order mode laser
operation within the laser cavity, as shown in Fig. 8. Significant
reduction in fundamental mode power, from 9.6 W to 3.3 W were
numerically calculated when solar power at the focus was reduced
from 700W to 630W, as indicated by Fig. 8a, corresponding to 2.9
times reduction. For Fig. 8b, however, the Gaussian TEM00-mode
profile remained nearly stable when the input solar power at the
focus was increased from 550W to 612 W by controlling the shut-
ter, demonstrating a remarkable laser beam profile stability until
the input solar power level exceeded 612 W after which solar laser
stopped lasing due to the thermal lensing effect. When the input
solar power was reduced gradually from 612W to 550W, the
numerically calculated TEM00-mode laser power was gradually
reduced from 3.14W to 1.6 W, corresponding to 1.96 times reduc-
tion. From both Fig. 8a and b, it was clear that change in input solar
power could cause much less variation in TEM00-mode laser power

and its profile by the twisted light guide solution than by the
conical-shaped end-side-pumped laser.

4. TEM00-mode continuous-wave 1064 nm solar laser
experiments

4.1. TEM00-mode continuous-wave 1064 nm solar laser oscillation
experiment

Based on the ZEMAX� and LASCAD� numerically optimized
design parameters of the solar laser system, a prototype solar laser
was built in Lisbon and tested in the PROMES – CNRS during the
month of July 2016. The 3 mm diameter, 50 mm length Nd3+:
YAG was supplied by Altechna Co., Ltd. It had 1.0 % Nd3+ concentra-
tion. Both ends of the rod were anti-reflection (AR) coated (R < 0.2%
@ 1064 nm). The resonator mechanics was designed to allow the
displacement of the HR mirror, while maintaining the PR mirror
at fixed L2 = 60 mm, LR = 50 mm positions as shown in Fig. 9.

Direct solar irradiance was measured simultaneously during
laser experiments with a Kipp & Zonen CH1 pyrheliometer on a
Kipp & Zonen 2AP solar tracker. It varied between 970 and
1000W/m2 during the experiments. A CINOGY UV-NIR beam pro-
filer – Cin Cam CMOS was used for monitoring the laser beam pro-

Fig. 7. Numerically simulated 2-D (a) and 3-D (b) TEM00-mode laser beam profiles on the output mirror of the asymmetric laser resonator with ROC = �5 m for the 3 mm
diameter rod.

Fig. 8. Input solar power dependent TEMoo-mode solar laser powers and beam profiles from both the conical-shaped end-side-pumped laser (Liang et al., 2017, Fig. 8a) and
the side-pumped laser by the twisted light guide (Fig. 8b).
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file. To measure the beam diameters at 1/e2 width under high
1064 nm laser intensity, a PR1064 nm (95%), ROC =1 output mir-
ror was added before the CMOS detector, acting as an extra laser
beam attenuator and reducing the 1064 nm laser power to mW
level for the detector. Laser power was measured simultaneously
with a Thorlabs PM1100D power meter. The correspondingly input
solar power at the focus was measured by a Molectron Power Max
500D power meter. The PROMES-CNRS heliostat parabolic mirror
system collected about 610 W solar powers to its focal zone. By
varying the rotation angle of the shutter, as indicated in Figs. 1
and 9, different inputs solar power levels at the focus and output
TEM00-mode laser power were respectively measured with Molec-
tron Power Max 500D and Thorlabs PM1100D laser power meters,
as shown in Fig. 10. The threshold solar power of 285W was mea-
sured in the focal zone. For 1000W/m2 solar irradiance and
1.18 m2 effective collection area (with the shutter totally opened),
the asymmetric resonator with RoC = �5 m PR (94%) mirror fixed
at L2 = 85 mm and RoC = �5 m HR mirror placed at L1 =
506.6 mm, offered the maximum TEM00-mode solar laser power
of 2.7 W. TEM00-mode solar laser collection efficiency of 2.3 W/
m2 was hence calculated.

The thermal lens effect was a serious issue in solar laser sys-
tems, small diameter rods can minimize considerably this problem.
The combination of both monolithic twisted light guide and small
diameter Nd3+:YAG rod have considerably overcome these thermal
lensing problems, providing a uniform pumping distribution along
the thin laser rod, which allows the generation of much more
stable continuous-wave TEM00-mode solar laser power with
2.3 W/m2 collection efficiency. Since no aperture was used in the
laser resonator besides the rod itself, oscillation of more than one
mode occurred at low output powers due to the relatively small
overlap between the fundamental mode volume and the pumped
region. With the increase of pump power, and thus diffraction loss,
only one mode of higher intensity become possible to oscillate. The
twisted light-guide ensured more uniform pumping to the long
and thin rod. This in turn, led to significantly reduced solar pump-
ing intensity, and consequently less heat load, less thermal stress
and working temperature, as compared to all the previous schemes
(Liang et al., 2015, 2017; Almeida et al., 2015). Strong thermal lens-
ing effects, which affected largely the TEM00-mode laser power sta-
bility of previous solar lasers were not observed in our
measurement. Therefore, the present prototype laser with twisted
light-guide offered very good output power stability of 1.7% during
the laser operation, considerably less than the previous prototype
TEM00-mode lasers with usually more than 10% laser beam stabil-
ity. By improving polishing accuracy of the dimension of the
twisted light guide, enhanced TEM00-mode solar laser efficiency
and stability can be achieved.

The slight discrepancy in laser beam diameters at 1/e2 along X
and Y axis Fig. 11 can be justified by the slight pump profile
misalignment due to the heliostat orientation error. Taking this
factor into account, Mx

2 � My
2 � 1.05 were considered as adequate

measured values for quantifying the laser beam quality. It was also
interesting to note that the experimentally measured laser beam
profile in Fig. 11 was slightly better than the numerically calcu-
lated profiles in Fig. 7. Due to the non-symmetry in the twisted
light guide design, composed of the lower straight part and upper
twisted parts as shown in Figs. 2 and 3, zero heliostat orientation
error, and hence zero displacement on the input face of the twisted
light guide meant neither the maximum TEM00-mode solar laser
power nor the most perfect profile, as explained in Section 2.3
and Fig. 4, the TEM00-mode output laser beam 2D and 3D profiles
in Fig. 11 represented most possibly the best one we measured
with heliostat orientation errors.

Fig. 10. TEM00-mode laser output power versus solar input power at the focus of
the parabolic mirror for L1 = 506.6 mm.

LR

Fig. 9. The asymmetric laser resonant cavity for extraction of TEM00-mode laser power.

S. Mehellou et al. / Solar Energy 155 (2017) 1059–1071 1069



4.2. TEM00-mode continuous-wave 1064 nm solar laser power stability
experiment

Time dependent TEMoo-mode solar laser power variations of
both the end-side-pumped laser (Liang et al., 2017, Fig. 12) and
the side-pumped laser by the twisted light guide (Fig. 12) were
measured by the PROMES-CNRS heliostat-parabolic mirror facility
during the first two weeks of July in 2017.

For the side-pumped laser by the twisted light guide at
970 W/m2 solar irradiance and 1.18 m2 effective collection area,
the asymmetric resonator with ROC = �5 m PR (94%) mirror fixed
at L2 = 85 mm and ROC = �5 m HR mirror placed at L1 = 500 mm,
similar to that shown in Fig. 9, 2.5 W TEM00-mode solar laser
power were measured during 240 s, with the maximum output
power variation being less than 1.7%. The Gaussian fundamental
mode profile was also found stable during the measurement. For
the conical-shaped end-side-pumped laser (Liang et al., 2017) at
950 W/m2 solar irradiance and 1.18 m2 effective collection area, a
– 5 m ROC output mirror with 94% reflectivity at L1 = 430 mm
similar to (Fig. 5 of Liang et al., 2017), provided the maximum
TEM00-mode laser output power of 8.9 W. Strong oscillation of
12% were observed during the measurement process of 240 s.
The conical end-side-pumped configuration offered the maximum
TEM00-mode solar laser collection efficiency, but also suffered from
a very strong thermal lensing effect. Much more than the 1.7% of
the twisted light guide laser. Fig. 12 represented a favorable result
in fundamental mode laser beam stability of less than 12% for the

conical-shaped end-side-pumped laser. During the measurement
process, however, we found it not easy to maintain a perfect Gaus-
sian mode profile due to the strong thermal lensing effect of this
type of laser. Solar irradiance variation of less than 0.5%, cooling
water temperature oscillation of less than 2 degree during the
measurement were found sufficient to change a solar laser beam
with Gaussian profile into a low-order mode beam with a two-
mode, sometimes a four-mode or even a doughnut-shaped profiles.

5. Discussions

The main problem preventing wide spreading of solar lasers
today is its low efficiency. Therefore, collection efficiency is gener-
ally regarded as a primary figure of merit for solar lasers. The sec-
ond is thermal problem worsening the efficiency as well as the
beam quality. Lasers for space missions generally require
diffraction-limited beam quality. This is not easy to achieve when
the heat load of the laser crystal is high. The heat load under direct
solar pumping is very similar to that for pumping by arc lamps that
were used before the advent of semiconductor lasers. The high heat
load usually leads to very low efficiency, stability, and output
power for diffraction-limited TEM00-mode laser beams from both
lamp-pumped and solar-pumped lasers.

The twisted fused silica light guide used in this work undoubt-
edly will be useful in further studies and developments in the field
of solar-pumped lasers not only in TEM00-mode operation but also

Fig. 12. Time dependent TEMoo-mode solar laser power variations of both the conical-shaped end-side-pumped laser (Liang et al., 2017) and the present side-pumped laser
by the twisted light guide.
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Fig. 11. 2D and 3D TEM00-mode output laser beam 2D and 3D profiles, measured 50 mm away from the PR1064 nm mirror.
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in increasing its overall efficiency by the use of solar-pumped laser
acting as an amplifier. Improved pumping profile can be main-
tained by means of techniques like the twisted fused silica light
guide. Since the twisted light guide is effective for transmitting,
spreading and homogenizing the highly concentrated solar radia-
tions from the focus of the primary concentrator to along a long
and thin laser rod, high gain in pulse amplification can be achieved.
The twisted fused silica light guide may provide an alternative
solution to the Nd/Cr:YAG ceramic multi-amplifier active-mirror
pulsed solar-pumped laser approach as reported by Saiki et al.
(2017).

Finally, it is very important to notice that the results for multi-
mode regime would be more important than the single mode col-
lection efficiency reported here, which is just to confirm the high
quality (uniformity) of pumping profile as a technique to character-
ize the twisted light guide. Besides, a low quality multimode solar
laser can be used to pump another laser rod to obtain high quality
TEM00-mode solar laser output (Wittroch, 2013), offering a good
solution for reaching high TEM00 mode laser collection efficiency.

6. Conclusions

The 2.7 W continuous-wave TEM00-mode 1064 nm solar-
pumped laser was pumped by the PROMES heliostat-parabolic
mirror solar energy collection and concentration system. It was
composed of the monolithic fused silica twisted light guide, the
2D-CPC concentrator and the 2 V-shaped pumping cavity, within
which a 3 mm diameter, 50 mm length 1.0 at.% Nd:YAG rod was
efficiently pumped. The adoption of the side-pumping configura-
tion by employing the twisted light guide with square input face
and rectangular output end enabled a uniform pumping profile
along the rod. The present solar laser pumping approach also sig-
nificantly enhanced its heliostat orientation error compensation
capacity, as compared to that of the previous solar pumping
approaches. The efficient extraction of TEM00-mode solar laser
was obtained by adopting an asymmetric laser resonator, since it
offered a good overlap between the fundamental mode and the
pumped region of the active medium. 2.7 W continuous-wave
TEM00-mode (M2 � 1.05) 1064 nm solar laser emission with
2.3 W/m2 collection efficiency and, more importantly, with 1.7%
laser power stability was finally produced, being significantly more
stable than the previous TEM00-mode solar lasers.
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A B S T R A C T

In this paper, we numerically demonstrate broadband, ultraflat-top and highly coherent mid-infrared
Supercontinuum (SC) generation in an all-normal dispersion (ANDi) Ge15Sb15Se70 chalcogenide Circular Lattice
Photonic Crystal Fiber (CL-PCF). The propagation properties of the fundamental mode are computed with the
Finite Difference Method (FDM). Numerical results show that ANDi regime is obtained over the entire mid-
infrared wavelength range with a cladding pitch and air holes diameter of = 2 μm and =d 0.8 μm, respectively.
Besides, the proposed CL-PCF exhibits small effective mode area and high Kerr nonlinearity up to 1.96 W−1 m−1

at 3 μm. Ultrashort pulse propagation inside the CL-PCF core is modelled by using the Generalized Non-Linear
Schrodinger Equation (GNLSE). Simulation results show that by pumping at 3 μm laser pulses with a total energy
of 0.6 nJ and duration of 50 fs, into 10 mm long of the CL-PCF, generates an ultrabroadband and highly coherent
SC spanning the wavelength region from 1.86 μm to 5.35 μm within less than 3 dB spectral dynamics. By in-
creasing the initial pulse energy to attain 1 nJ, the generated SC bandwidth increases too and reaches 4.53 μm in
the spectral range extending from 1.67 μm to 6.2 μm at 4 dB spectral level. Moreover, the proposed CL-PCF based
SC source is found promising for application in Optical Coherence Tomography (OCT) with an axial resolution of
0.87 μm, achieved when pumping 1 nJ energy and 50 fs duration optical pulses.

1. Introduction

Over the past few years, high brightness laser sources based on
Supercontinuum (SC) generation, covering the middle infrared spectral
region extending from 2 μm to 20 μm, have been the subject of huge
research interest across various fields of both fundamental and applied
sciences such as generation of few optical cycle pulses, metrology,
biosensing, non-destructive testing and so on [1]. Particularly, the at-
mospheric transparent (3–5 μm and 8–12 μm) and the functional group
(3–5 μm) regions have drawn much attention for mid-infrared mole-
cular absorption spectroscopy applications such as atmospheric pollu-
tants monitoring, exhaled breath analysis, coherent anti‐stokes Raman
scattering imaging and mid-infrared optical biopsy for early cancers
diagnostics [2–4]. This account for the fact that the fundamental rota-
tional-vibrational absorption bands of various gases molecules are in-
cluded in this spectral range [5,6]. Furthermore, high quality imaging
of samples obtained by Optical Coherence Tomography (OCT) can be
achieved when operating in the mid-infrared region [7]. Actually, the
performance criteria of OCT systems, namely the penetration depth and
the axial resolution, are limited by the light scattering losses occurred

when employing visible and near-infrared light sources [8]. In order to
enhance its efficiency and achieve accurate results, OCT measurements
can be performed by using broadband light sources operating at longer
wavelengths located in the mid-infrared range [9].

The generation of broadband SC is achieved through the interaction
of short and intense optical pulses with high nonlinear materials in-
cluding solids, liquids and gases [10–12]. Moreover, the spectral
broadening process can be realized by pumping femtosecond pulses in
bulk structures, through the femtosecond filamentation nonlinear pro-
cess, as well as in optical fibers, where the generation of new fre-
quencies involves several linear and non-linear optical properties such
as group velocity dispersion, Kerr nonlinearity and Stimulated Raman
Scattering (SRS) [11,13]. The main advantage of optical fibers, com-
pared to bulk structures, is the interaction length, which is several or-
ders of magnitude larger than the confocal length of the focusing lens
needed for beam coupling into bulk medium [9]. Besides, optical fibers
enables a perfect control over the different nonlinear processes that
contribute to the SC generation due to the suppression of filamentation
and self-focusing, which are critical for SC generation in bulk geome-
tries [14–18]. Nowadays, significant efforts are devoted to the design
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and optimization of mid-infrared SC sources based on microstructured
and Photonic Crystal Fibers (PCFs) [19]. The wavelength scale of the
cladding microstructure combined with broad range of mid-infrared
background materials, such as fluorides, tellurides and chalcogenides
allow PCFs to exhibit unique laser pulses guiding features [20–23].
Particularly, all normal dispersion (ANDi) guiding regime can be
achieved in optical waveguides by compensating the material disper-
sion with waveguide dispersion and this can be easily realized in PCFs
through a suitable adjusting of the microstructure pitch and air holes
diameters [20]. SC generated by pumping femtosecond laser pulses in
PCFs exhibiting ANDi profile is highly beneficial for numerous appli-
cations such as OCT and optical metrology, since it allows to generate
broadband, flat-top and coherent SC through the elimination of noisy
processes such as modulation instability, soliton collisions and SRS
[24]. Therefore, pulses spectral broadening in ANDi PCFs results from
the contribution of Self-Phase Modulation (SPM), in the initial stage,
followed by the generation of new frequencies via the Optical Wave
Breaking (OWB) mechanism [25,26].

In the last few years, chalcogenide (ChG) glasses have attracted a
widespread interest for the design of waveguide and fiber based mid-
infrared SC sources [27]. ChG glasses are multicomponent inorganic
materials that are mainly composed of chalcogen elements from group
XVI, including Sulphur (S), Selenium (Se), Tellurium (Te) with the
addition of other elements from group XV such as Arsenic (As) and
Antimony (Sb) and group XIV such as Germanium (Ge) and Silicon (Si)
[28]. The key advantages of ChG rely to their several attractive optical
properties such as high linear refractive index, high nonlinear refractive
index, low phonon energy and large optical transparency extending
from the visible to 20 μm [29]. These beneficial features of ChG glass
combined with the high flexibility of PCFs design have been, recently,
exploited and several numerical and experimental demonstrations of
efficient mid-infrared and coherent SC sources, realized by pumping
femtosecond laser pulses, have been reported [20,30–36]. E. Wang
et al. investigated, via numerical simulations, the SC generation in
holey PCF made of As2Se3 ChG glass [30]. The PCF total chromatic
dispersion is adjusted by introducing a small defect into the solid core
and ANDi regime is obtained over the entire spectral range. Moreover,
the authors have shown that pumping 4.25 kW peak power and 50 fs
duration optical pulses at 4.37 μm generates broadband and flat-top SC
spanning the region from 3.86 μm to 5.95 μm at the spectral level of
3 dB. H. P. T. Nguyen et al. reported numerical study of coherent and
mid-infrared SC generation, achieved by using cascaded ANDi tellurite
and ChG fibers [31,32]. The authors have demonstrated that pumping
200 fs duration and 100 kW peak power pulses at 2 μm, corresponding
to total energy of 22.7 nJ, generates broadband SC extending from
0.78 μm to 8.3 μm at 10 dB. Furthermore, SC generation in all-solid ChG
glass PCFs exhibiting ANDi regime has been, also, investigated. Lai
et al. reported experimental demonstration of highly coherent SC in the
mid-infrared region, obtained by using a hybrid four holes PCF com-
posed of AsSe2 and As2S5 ChG materials [33]. By pumping 200 fs laser
pulses at 2.7 μm in 2 cm of the PCF length, broadband SC extending
from 2.2 μm to 3.3 μm has been generated. S. Xing et al. demonstrated
linearly chirped SC generation by pumping at 2.07–2.08 μm 79 fs width
and 2.9 kW peak power pulses in all-solid ANDi AsSe-GeAsSe PCF [34].
Their results show that broadband and perfectly coherent SC having a
bandwidth of 27.6 THz and 75.5 THz is realized at the spectral flatness
of 3 dB and 20 dB, respectively. Moreover, M. R. Karim et al. reported
numerical simulations of mid-infrared SC generation in a kind of dis-
persion engineered multi-material ChG triangular core PCF [35]. The
proposed structure is composed of Ge11.5As24Se64.5 ChG core sur-
rounded by Ge11.5As24S64.5 ChG cladding running along the PCF length.
The authors have shown that pumping optical pulses with 100 fs
duration and 3 kW peak power at 4 μm into 10 mm of the PCF length
generates a 7 μm bandwidth coherent SC. T. S. Saini et al. reported
numerical investigation of mid-infrared SC generation in As2Se3 ChG
glass ANDi Triangular-Core Graded-Index (TCGI) PCF [36]. The ANDi

regime is achieved by gradually reducing the air holes diameter of the
different cladding rings. The authors have shown that pumping 50 fs
duration and 3.5 kW peak power laser pulses at 4.1 μm into 5 mm of the
PCF length, generates a coherent and broadband SC spanning the region
from 2 μm to 15 μm. A simple and straightforward method to engineer
the chromatic dispersion profile of PCFs and ensure ANDi regime,
through a careful adjustment of the cladding air hole fraction, has been
reported in [20,37]. We have studied a hexagonal lattice PCF made of
Ga8Sb32S60 and As39Se61 ChG glass, respectively. In the first design, we
have shown, via numerical simulations, that pumping 1.06 nJ pulses at
4.5 μm into 1 cm of the PCF length, generates a broadband SC spanning
the spectral region from 1.65 μm to 9.24 μm with a spectral flatness of
20 dB. In the second design, numerical results indicate that coherent SC
extending from 2.43 μm to 4.85 μm at 4 dB and from 1.95 μm to
6.58 μm at 8 dB can be achieved by pumping at 3.45 μm optical pulses
with a total energy of 50 pJ and 250 pJ, respectively.

Among various compositions of ChG glasses, the Ge15Sb15Se70

system is found to be an excellent candidate for mid-infrared nonlinear
optics. A growing interest is paid to this ChG glass due to its numerous
advantageous characteristics including broad spectral transmittance
spanning the region from 2 μm to 12 μm, large third order nonlinearity,
high laser damage threshold of about 3674 GW/cm2 and suitability for
fiber drawing thanks to its excellent thermal stability against crystal-
lization [38,39]. Besides, the Ge15Sb15Se70 glass is environment
friendly due to the absence of highly toxic elements such as Arsenide
[40]. Within this scope, B. Zhang et al. used a two-stage rode-in-tube
technique to fabricate a step index fiber with a core and cladding made
of Ge15Sb15Se70 and Ge20Se80 ChG glasses, respectively [38]. The au-
thors demonstrated SC generation spanning the range from 2.2 μm to
12 μm by pumping at 4.485 μm 330 fs duration pulses into 11 cm of the
fiber length. Furthermore, M. A. Khamis et al. designed and optimized a
kind of W type index fiber for mid-infrared SC generation beyond 10 μm
[41]. The fiber structure consists of a core made of Ge15Sb15Se70 sur-
rounded by double cladding made of Ge20Se80 and Ge20Sb5Se75 glasses,
respectively. The authors have shown, via numerical modelling, that
pumping 330 fs duration and 1 kW peak power pulses at 6.3 μm, gen-
erates a broadband SC extending from 3.7 μm to 12 μm. Recently, Y.
Yuan et al. reported the fabrication of a four holes suspended-core fiber
based on Ge15Sb15Se70 ChG glass for SC generation [42]. The preform
has been fabricated by employing a Computerized Numerical Control
(CNC) precision mechanical drilling technique. They experimentally
demonstrated the generation of broadband SC spanning the region from
1.5 μm to 12 μm at the spectral flatness level of 30 dB by pumping
23 mW pulses close to the zero dispersion wavelength into 14 cm fiber
length. The common feature of the studies on SC generation reported in
[38,41,42] is the anomalous regime of chromatic dispersion at which
pulses are pumped. Indeed, the realized SC spectra are broadband, due
to the soliton dynamics process, but exhibits substantial spectral fluc-
tuations and strong shot-to-shot variations. These limitations can be
suppressed by exploiting PCFs versatility and achieve ANDi regime
through a careful design of their microstructure.

The present work reports on the design and optimization of a
Circular Lattice PCF (CL-PCF) made of Ge15Sb15Se70 ChG glass for mid-
infrared SC generation. The CL-PCF dispersion profile is engineered and
ANDi regime is achieved by controlling the cladding photonic crystal
parameters. The propagation characteristics including the guided mode
effective index, the chromatic dispersion, the mode effective area and
the Kerr nonlinear parameter are calculated by using a Finite Difference
Method (FDM) and employing an Anisotropic Perfectly Matched Layer
(APML) scheme as boundary condition. Moreover, we perform a series
of numerical simulations to investigate SC generation in the optimized
design and analyze the impact of the laser pulse duration and peak
power and the effect of the quantum noise on the SC bandwidth and
coherence, respectively. The propagation of optical pulses inside the
CL-PCF is analyzed by solving the Generalized Non-Linear Schrodinger
Equation (GNLSE) and employing a fourth order Runge Kutta in the
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Interaction Picture (RK4IP) method.

2. Theoretical background

Fig. 1 depicts the schematic cross section of the proposed CL-PCF.
The solid core is made of Ge15Sb15Se70 ChG glass and the cladding is
formed by seven rings of air holes arranged in a circular configuration.
The air holes diameter and pitch are denoted by d and , respectively.
CL-PCFs have been widely used for various linear and nonlinear ap-
plications such as sensing [43], optical communication [44], trans-
mission of optical angular momentum modes [45] and SC generation
[46]. The dispersive properties of optical glasses are often modelled
through the Sellmeier formula. Therefore, the frequency dependence of
the Ge15Sb15Se70 ChG glass refractive index is given by:

= + +n A
B

A
B

1Ge Sb Se
1

2

2
1

2
2

2
2 (1)

With =A 6.00721 , =A 1.30762 , =B 0.091381 μm2, and =B 1718.18542
μm2 [38]. Fig. 2 shows the evolution against wavelengths of the
Ge15Sb15Se70 ChG glass refractive index and the corresponding material
chromatic dispersion, respectively. As we can see, the glass exhibits flat
anomalous dispersion curve over a wide range of wavelengths, which
can be compensated and achieve the targeted ANDi regime by meti-
culously adjusting the CL-PCF geometrical parameters.

Sight to compute the different wave-guiding properties of the

proposed CL-PCF, we have employed a two dimensional version of the
FDM [47]. This method is fast, straightforward and provides highly
accurate results, which make it advantageous over several other com-
putational methods such as Plane Wave Expansion Method (PWEM),
Finite Element Method (FEM), Beam Propagation Method (BPM) and
Localized Function Method (LFM) [48]. Moreover, the FDM can be,
effectively implemented for solving both of the Helmholtz equation and
Maxwell's equations, where the material dispersion and loss can be
easily included during calculations [47,48]. In order to compute the
guided modes in the proposed CL-PCF, the Maxwell's equations with
APML boundaries are expressed in the frequency domain as follow:

= ×
= ×
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Where: =s i1 /( )x x 0 and =s i1 /( )y y 0 .
k0 is the free space number, r is the medium relative permittivity, µr

is the medium relative permeability, is the material conductivity
parameter and is the optical pulsation. The CL-PCF structure is dis-
cretized by employing a two dimensional Yee-cell scheme and the curl
equations given by (2) are transformed to a matrix eigenvalue problem
for both the electric and magnetic fields. Finally, sparse matrix tech-
nique is used to reduce the computation task and the different char-
acteristics of fundamental guided mode HE11 including the propagation
constant and the mode field profile are determined. Besides, the leaky
(tunneling) modes of the CL-PCF are perfectly eliminated and absorbed
in the outer APML layer.

The Kerr nonlinearity parameter is computed as follow

= n
cAeff

2 0

(4)

Aeff is the effective mode area and n2 is the nonlinear refractive index of
the Ge15Sb15Se70 glass. The frequency dependence of n2 is calculated
using a modified form of the Miller's semi-empirical rule, which de-
scribe the relation between the linear and nonlinear susceptibilities
[49]. Fig. 3 depicts the variation of the nonlinear refractive index
against wavelengths. Thanks to its high linear refractive index, the
Ge15Sb15Se70 glass exhibits large third order nonlinearity in the mid-
infrared region, which allow the generation of broadband SC with very
low energy optical pulses.

As mentioned previously, SC generation in optical fibers involves

Fig. 1. Cross sectional view of the proposed Ge15Sb15Se70 ChG glass CL-PCF.

Fig. 2. Variation of the refractive index and the material dispersion with wa-
velengths of the Ge15Sb15Se70 ChG glass.

Fig. 3. Variation of the nonlinear refractive index with wavelengths of the
Ge15Sb15Se70 ChG glass.
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several linear and nonlinear effects. For single-mode and single-polar-
ization propagation, we employ a scalar form of the GNLSE. It governs
the evolution of the pulse envelope function z t( , ) with the contribu-
tion of all the optical effects as well as the interaction between them
[50]:

= + +

× +

z
i
n T

i
t

f f h z t d

2 !
1 1

(1 ) ( ) ( , )

n
n

n n

n

R R R

2
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0

2

0

2

(5)

Linear effects contain the optical loss coefficient and the chro-
matic dispersion, represented by the Taylor expansion coefficients

= =d d( / )n
n n

0. Nonlinear effects include the Kerr nonlinearity
parameter , the characteristic time scale of pulses self-steepening

=0
1
0

and the delayed Raman response function h t( )R given by the
following expression [46–53]:

= +h t exp t sin t( )R
1
2

2
2

1 2
2

2 1 (6)

Where 1 = 15.5 fs and 2 = 230.5 fs are the Raman oscillation period
and the decay time, respectively. The fractional contribution of the
delayed Raman response to the overall nonlinear response of the
Ge15Sb15Se70 glass is given by fR = 0.031 [51].

The GNLSE is commonly solved by using the Split Step Fourier
Method (SSFM) [54]. In this pseudo-spectral technique, the linear and
nonlinear terms are independently integrated and the results are com-
bined to obtain the final solution. Another alternative to solve the
GNLSE is based on the fourth order Runge Kutta in the Interaction
Picture (RK4IP) method [55]. This method has been originally proposed
to model the dynamics of Bose-Einstein condensates by solving the
Gross-Pitaevskii equation [56]. Compared to the SSFM, the RK4IP
method provides higher computational accuracy for both small and
large step size with a local error of 5th order, which make it preferable
for modelling pulses propagation in single mode, birefringent and
multimode optical fibers [57–60]. In the RK4IP method, we define the
dispersion and the nonlinear operators as follow:
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The pulse envelope function is transformed into an interaction
picture representation I as follow:

= exp z z D( ( ) ˆ )I (9)

z is the separation between the normal and the interaction pictures of
. The evolution of I with distance is expressed by:

=
z

N̂I
I I (10)

With:

=N exp z z D Nexp z z Dˆ ( ( ) ˆ ) ˆ ( ( ) ˆ )I (11)

N̂I is the interaction picture representation of the nonlinear operator.
The integration over one spatial step h, which advances z t( , ) to

+z h t( , ) is written as:

= +exp h D z h t
2

ˆ ( , )I (12a)

= + +k exp h D hN z h t z h t
2

ˆ [ ˆ ( , )] ( , )1 (12b)

= + +k hN k kˆ ( /2)[( /2)]I I2 1 1 (12c)

= + +k hN k kˆ ( /2)[( /2)]I I3 2 2 (12d)

= + × +k hN h D k exp h D kˆ
2

ˆ ( )
2

ˆ [ ]I I4 3 3
(12e)

+ = + + + +z h t exp h D k k k k( , )
2

ˆ
6 3 3 6I
1 2 3 4

(12f)

At each spatial step, eight Fast Fourier Transforms (FFTs) are re-
quired to compute four times the nonlinear operator N̂ and the ex-
ponential dispersion operator ( )exp D̂h

2 .
Temporal coherence is a key parameter for many quantitative

techniques. It allows the characterization of shot-to-shot spectral fluc-
tuations of the generated SC [61]. The frequency dependence of co-
herence is evaluated by calculating the modulus of the complex degree
of first order coherence as follow [20]:

= =g t t E t E t
E t E t

( , 0) ( , ) ( , )
[ ( , ) ( , ) ]12

(1)
1 2

1 1 2 2

1 1
2

2 2
2 1/2 (13)

The coherence is perfect if =g 112
(1) , which indicates that the elec-

tric fields of different realizations have an equal phase. Besides, we set
=t t 01 2 in order to address uniquely the wavelength dependence of

coherence. Moreover, the coherence is assessed by considering a large
number of numerical simulations with different random noise seed.
Hereof, a semi-classical quantum noise based on One Photon Per Mode
(OPPM) model is used [25]. For each numerical simulation of SC gen-
eration, the noise signal is added to the initial optical pulse in the fre-
quency domain, and its expression is given by [25]:

=N exp i( ) ( 2 ( ))OPPM m (14)

Where is the reduced Planck constant, is the optical pulsation, is
the spectral bin size and ( ) is a random phase uniformly distributed
in the interval [0-2π].

3. Numerical results and discussion

In this study, our goal is to design and optimize a Ge15Sb15Se70 ChG
glass based CL-PCF in the aim to exhibit ANDi regime over the whole
mid-infrared wavelength range. Afterwards, the SC generation is in-
vestigated and its characteristics including bandwidth, flatness and
coherence are analyzed and optimized through a judicious adjustment
of the initial optical pulse peak power and duration.

3.1. Geometrical optimization of the Ge15Sb15Se70 CL-PCF

Aiming to realize ANDi profile, the CL-PCF geometrical parameters
are tuned to down shift the dispersion of the Ge15Sb15Se70 ChG glass
[62]. Looking toward achieving this task, the design parameters of the
proposed CL-PCF are rigorously adjusted through multiple numerical
simulations considering different values of the air-filling fraction d/ .
We consider a pitch with a fixed value of 2 μm and air holes diameter
varying from 0.8 μm to 1.4 μm with a step of 0.2 μm. Accordingly,
Maxwell's equations given by (2) are solved at each excitation wave-
length from the range of 1 μm–8 μm and the fundamental guided mode
characteristics are determined. Fig. 4 shows the variation of the mode
effective index with wavelengths for different values of d. As seen from
the figure, changing the air-filling fraction in the cladding has a strong
impact on the fundamental mode guiding properties. The evolution of
the calculated chromatic dispersion against wavelengths, for different
air holes sizes is depicted in Fig. 5. The results clearly show the
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influence of the variation of the value of d on the dispersion profile of
the proposed CL-PCF. Besides, when d is reduced, the dispersion profile
is down shifted and ANDi regime is successfully obtained for =d 0.8 μm

(corresponding to air-filling fraction of =d/ 0.4) with a peak value of
−35 ps/nm.km at the wavelength 3 μm. Furthermore, the fundamental
mode effective area and the corresponding Kerr nonlinearity are cal-
culated for = 2 μm and =d 0.8, and their evolution versus wave-
lengths is depicted in Fig. 6. The CL-PCF shows high nonlinear para-
meter due to the reduced field mode area and the high nonlinear
refractive index of the Ge15Sb15Se70 ChG glass, and a Kerr coefficient of
1.96 W−1 m−1 is obtained at the pump wavelength 3 μm.

3.2. SC generation in the Ge15Sb15Se70 CL-PCF

Once the CL-PCF structure is optimized and ANDi regime is
achieved, we have investigated SC generation by employing very low
energy femtosecond laser pulses. The temporal shape of pulses is
mathematically modelled through a hyperbolic secant function ex-
pressed as =t P t T( ) sech( / )0 0 where, P0 is the peak power and T0 is
the pulse duration given by =T T /1.76FWHM0 where TFWHM is the Full
Width at Half Maximum (FWHM) temporal width of the optical pulse.
The pulse energy is related to its peak power and FWHM as follow:

=E P T0.88 FWHM0 .We consider the pumping at the wavelength 3 μm
where the chromatic dispersion is close to the zero value. Such optical
pulses can be generated using a degenerate sync-pumped subharmonic
Optical Parametric Amplifier (OPA) as reported in Ref. [63]. The ma-
terial loss is calculated from the experimental measurements of the Ga-
Sb-S glass system transmission spectra [38]. For a sample thickness of
5.65 mm, the Ge15Sb15Se70 ChG glass exhibits a good transparency of
about 65% in the 1.5–10 μm wavelength range and hence an optical
loss coefficient of 0.33 dB/mm is obtained. In order to precisely model
the contribution of chromatic dispersion on pulses spectral broadening,
we have computed its Taylor expansion coefficients n up to the 9th
order at the central wavelength 3 μm. The calculated values of 2 to 9
are 170.5 ps2/km, 0.1363 ps3/km, 1.4268 × 10−2 ps4/km, −2.1377 ×
10−4 ps5/km, 3.5763 × 10−6 ps6/km, −3.2604 × 10−8 ps7/km,
−1.3991 × 10−9 ps8/km, 1.8872 × 10−11 ps9/km, respectively. Sight
to accurately model pulses propagation inside the CL-PCF core, we have
carefully adjusted the different parameters of numerical simulations.
The GNLSE is solved by considering a local error of 10−3, which is
required to ensure stable numerical results and allow studying the
different physical processes that contribute to the SC generation [55].
The CL-PCF length, over which pulses propagate, is segmented into 100
steps. Nevertheless, the implemented RK4IP algorithm employs an ef-
ficient adaptive step size method, which is required to, effectively, track
the balance between the linear and nonlinear optical effects and
achieve high computational accuracy [64,65]. Finally, the simulation
temporal window is set to be 10 ps and both of the time and frequency
windows are discretized into 212 bins. Firstly, and in order to identify
the different mechanisms that are involved in the extreme spectral
broadening of laser pulses, we have carried out a first simulation with
an input pulse with a total energy of 800 pJ, corresponding to peak
power and duration of 4.7 kW and 150 fs, respectively. Therefore, the
corresponding dispersion length LD, the nonlinear length LNL and the
soliton order N are computed as follow [37]: =L T /D 0

2
2 = 0.0425 m,

=L P1/( )NL 0 = ×1.08 10 4 m and =N L L/D NL = 20, respectively.
Fig. 7 depicts pulse temporal and spectral evolution over 1 cm of the CL-
PCF length and the input and the output pulse profiles in the time and
frequency domains, respectively. In the initial stage of the spectral
broadening, the SPM plays the major role by generating, simulta-
neously, red-shift and blue-shift wavelength components near the
leading and trailing pulse spectrum edges, respectively [66]. The gen-
erated SC is symmetric and shows an oscillatory structure in its top
where the most intense peaks are located in its both wings. The in-
stantaneous frequency shift (chirp) experienced by optical pulses due to
SPM can be calculated as follow [20,67]:

= +z t
z

T
P T tanh t

T
sech t

T
( , )

2
1c

2

0
3

0 0
2

2 0

2

0 (15)

Fig. 4. Variation of the fundamental mode effective index with wavelengths for
= 2 µm and d varying from 0.8 μm to 1.4 μm with a step of 0.2 μm.

Fig. 5. Variation of the chromatic dispersion with wavelengths for = 2 µm
and d varying from 0.8 μm to 1.4 μm with a step of 0.2 μm.

Fig. 6. Variation of the effective mode area and the Kerr nonlinear coefficient
with wavelengths for = 2 μm and =d 0.8 μm.
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Where z is the propagation distance. Fig. 8 gives the computed pulse
spectrogram and the SPM induced chirp after the propagation over
2 mm, 4 mm, 6 mm, 8 mm and 10 mm of the fiber length, respectively.
As it can be seen, SPM introduces a linear variation with time to the
pulse instantaneous frequency, which lead to the typical S-shape of
pulse spectrogram and preserve its integrity (no fission is occurred)
[68]. Soon afterwards, OWB mechanism arises due to the self-stee-
pening and third order dispersion [66]. It results from the overlapping
of the optical pulse chirped middle section with the unchirped section,
which trigger the generation of new wavelength components through
the Four Wave Mixing (FWM) process [69,70]. Moreover, OWB starts to
appear at the distance ZOWB given by Ref. [71]:

=
+

L
P T

T3
2 2OWB

2

2 0 0
2

0
2

2 (16)

In our simulation we have = ps170.5 /km2
2 , = w m1.96 1 1 ,

=P 4.70 kW and =T0 85.22 fs, hence, the OWB distance is found to be
2.63 mm. Besides the occurrence of OWB has a beneficial impact since
it enhances the flatness of the generated SC central part, obtained as a
result of a nearly linear dissemination of the instantaneous frequency
over the output pulse [66]. Furthermore, the coherence properties of
the generated SC are evaluated. Fig. 9 shows the evolution of g12

(1) with
propagation distance, calculated from an ensemble of 20 independent
numerical realizations. Both of the deterministic nature and noise

Fig. 7. Pulse spectral and temporal evolution with propagation distance and the input and output pulse spectral and temporal profiles for an initial TFWHM of 150 fs
and total energy of 800 pJ.

Fig. 8. Pulse spectrograms and the calculated frequency chirp after 2 mm, 4 mm, 6 mm, 8 mm and 10 mm of propagation, respectively, for an initially pumped pulse
with a duration and total energy of 150 fs and 800 pJ.
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insensitivity of SPM and OWB allow the generation of highly coherent
SC across the entire wavelength range. According to the obtained re-
sults, intrapulse Raman scattering has no determining impact on the SC
generation process. To endorse this assumption, we have simulated SC
generation and suppressing the Raman contribution from the GNLSE.
Fig. 10 depicts the pulse spectral and temporal evolution with distance
and the output pulse spectral and temporal profiles with and without
taking into account the Raman term. During the SC formation, the in-
trapulse Raman scattering is suppressed by SPM and OWB due to the
short pulse duration and the short propagation distance [72]. The im-
pact of the initial pulse parameters on the generated SC bandwidth and

flatness is investigated. The influence of pulse duration is firstly studied.
Fig. 11 gives the output pulse spectrogram, the generated SC and the
calculated coherence for an initial pulse with a total energy of 800 pJ
and duration of 150 fs, 100 fs and 50 fs, respectively. As shown in the
figure, when the pulse duration is decreased, the ripples on the top of
the output spectrum are vanished and the generated SC broadens to
reach a bandwidth of 4.05 μm spanning the region from 1.75 μm to
5.8 μm at the spectral flatness of 3.5 dB. Furthermore, the effect of
varying the pulse energy is examined. Fig. 12 shows the output pulse
spectrogram, the generated SC and the calculated coherence for an
initial pulse with duration of 50 fs and total energy of 600 pJ, 800 pJ
and 1 nJ, respectively. By increasing the input pulse energy, the gen-
erated SC bandwidth increases too with a negative impact on the
spectrum flatness. Hence, a SC bandwidth of 3.49 μm extending from
1.86 μm to 5.35 μm at a spectral flatness less than 3 dB is achieved with
a pulse energy of 600 pJ. When the pulse energy is increased to reach
1 nJ, the SC spectrum is extended to a wider range spanning the region
from 1.67 μm to 6.2 μm (4.53 μm) at 4 dB spectral dynamics.

A comparison of the achieved SC performance with respect to other
SC sources realized with various designs of ChG based ANDi PCFs, is
summarized in Table 1. It is clear that our proposed Ge15Sb15Se70 CL-
PCF shows high potentiality to generate broadband and ultraflat-top
mid-infrared SC, realized by pumping very low energy laser pulses.

Owing to its remarkable properties, the SC laser source based on the
proposed Ge15Sb15Se70 ChG glass CL-PCF is found suitable for nu-
merous applications, notably for OCT imaging systems [78]. OCT is an
interferometric non-destructive probing technique that has been widely
used in various medical fields for early disease diagnosis in cardiology,
ophthalmology and dermatology [79,80]. A key factor for character-
izing an OCT system performances is the axial resolution, which is re-
lated to the coherence length of the SC source as follow [79]:

=L 0.441c
c
2

(17)

Where c and are the central wavelength and spectral bandwidth of
the light source, respectively. Accordingly, high axial resolution is
realized by employing ultrabroadband SC source operating at short
wavelengths. Fig. 13 depicts the evolution of the generated SC

Fig. 9. Evolution of coherence with the propagation distance for an initial
TFWHM of 150 fs and total energy of 800 pJ.

Fig. 10. Pulse temporal and spectral evolution with propagation distance and the output pulse spectral and temporal profiles with all nonlinear effects included and
without stimulated Raman scattering term.
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bandwidth and the corresponding coherence length with pumping pulse
energy, for an input pulse duration of 50 fs. We clearly observe that the
coherence length decreases when the spectral bandwidth of the SC
source increases. Moreover, ultrahigh resolution depth is achieved with
a coherence length of 0.87 μm for an input pulse energy of 1 nJ. Besides,
the flattened shape of the optimized SC source ensures high image
contrast through the suppression of side lobes, which make it ad-
vantageous compared to other broadband sources such as multiplexed
Super-Luminescent Diodes (SLDs) [79].

4. Conclusion

In this work, we have numerically investigated mid-infrared SC

generation in normally dispersive CL-PCF made of non-toxic
Ge15Sb15Se70 ChG glass. The chromatic dispersion is engineered
through a fine adjustment of the cladding air-filling fraction and ANDi
regime over the mid-infrared region is obtained with a cladding pitch
and air holes diameter of = 2 μm and =d 0.8 μm, respectively. Besides,
the proposed CL-PCF exhibits low effective mode area and high Kerr
nonlinearity coefficient up to 1.96 W−1 m−1 at 3 μm. The SC generation
has been simulated in the optimized design by solving the GNLSE and
employing the RK4IP method. We have identified the SPM and OWB as
the main contributors to the SC generation process. Moreover, numer-
ical results show that pumping 0.6 nJ energy and 50 fs duration laser
pulses at 3 μm, generates highly coherent, ultraflat and broadband SC
spanning the region from 1.86 μm to 5.35 μm with spectral level less

Fig. 11. Pulse spectrogram and output spectrum after propagation over CL-PCF length of 10 mm and the corresponding coherence for an input pulse with a total
energy of 800 pJ and TFWHM of 150 fs (a), 100 fs (b) and 50 fs (c), respectively.

Fig. 12. Pulse spectrogram and spectrum after propagation over CL-PCF length of 10 mm and the corresponding coherence for an input pulse with TFWHM of 50 fs and
a total energy of 600 pJ (a), 800 pJ (b) and 1 nJ (c), respectively.
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than 3 dB. By increasing the initial energy to reach 1 nJ, the generated
SC bandwidth increases too and reach 4.53 μm in the wavelength range
extending from 1.67 μm to 6.2 μm at the spectral level 4 dB.
Furthermore, we have shown that our proposed SC source has a po-
tential application for OCT imaging systems. We have theoretically
demonstrated that our broadband SC source design with the spectral
bandwidth of 4.53 μm achieves high-resolution depth with a coherence
length as low as 0.87 μm.
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a  b  s  t  r a  c t

All normal  dispersion (ANDi) and highly  nonlinear  chalcogenide  glass photonic crystal fiber  (PCF) is
proposed  and  numerically  investigated  for  a broad, coherent  and  ultra-flat  mid-infrared  supercontinuum
generation.  The proposed PCF consists  of a  solid core made of Ga8Sb32S60 glass surrounded  by  seven  rings
of  air holes arranged  in a triangular lattice.  We  show by  employing the  finite  difference  frequency domain
(FDFD)  method that  the  Ga8Sb32S60 PCF  dispersion  properties  can  be  engineered  by  carefully  adjusting
the  air holes  diameter  in the  cladding  region and  ANDi  regime  is achieved  over the  entire  range of
wavelengths with a zero chromatic  dispersion around 4.5  �m.  Moreover,  we demonstrate that injecting
50  fs width and  20 kW peak  power  laser  pulses  (corresponding to  a pulse  energy of  1.06 nJ) at  a pump
wavelength  of 4.5  �m  into a 1  cm long  ANDi  Ga8Sb32S60 PCF generates  a broad,  flat-top  and  perfectly
coherent SC spectrum  extending  from  1.65  �m  to 9.24  �m  at the  20 dB  spectral  flatness. These results
make  the  proposed  Ga8Sb32S60 PCF an  excellent candidate for  various important  mid-infrared region
applications  including mid-infrared  spectroscopy,  medical imaging, optical  coherence  tomography  and
materials  characterization.

©  2019  Association  of Polish  Electrical  Engineers  (SEP). Published  by Elsevier  B.V.  All  rights  reserved.

1. Introduction

Supercontinuum (SC) generation refers to the substantial spec-
tral broadening obtained by  using ultrafast laser pulses propagating
in nonlinear medium [1].  Since the first experimental observa-
tion of the white light continuum in a borosilicate glass sample
in the beginning of the 1970s [2],  SC has become a  significant
scientific success and has found numerous applications including
ultrafast laser spectroscopy, frequency comb generation, optical
communications, optical coherence tomography (OCT), metrology
and nonlinear optical pulse compression [3]. Under femtosecond
pumping, the generation of spectrally continuous radiation results
from the contribution of several linear and nonlinear processes and
is strongly related to  the dispersion profile exhibited by the optical
waveguide [4]. When pumping in  the anomalous regime of dis-
persion, soliton dynamics, dispersive wave generation and Raman
self-frequency shifting are responsible for the SC process [5]. The
generated spectra are  ultra-wide, as a result of appearing of new
optical pulses created from the fission of the fundamental Soliton.
Nevertheless, the SC  spectra are not completely coherent because

∗ Corresponding author.
E-mail address: medjouri-abdelkader@univ-eloued.dz (A. Medjouri).

of their sensitivity to the noise amplification and, hence, shot-to-
shot fluctuations [6]. On the other hand, achieving SC generation
by pumping optical pulses at the normal dispersion regime can be
triggered by self phase modulation (SPM) and the pulse spectrum
extends toward longer wavelengths because of  the optical wave
breaking (OWB) mechanism. The generated SC  spectra are  narrow
compared to that produced with the anomalous dispersion regime,
but exhibit smooth profile and high degree of coherence [7].

Dynamics of a  supercontinuum formation results from the inter-
play between a  plethora of linear and nonlinear optical effects
which come together to produce the spectral broadening of laser
pulses, commonly over short propagation lengths [8]. Even though
bulk media provide some interesting features related to the strong
spatiotemporal coupling, guiding medium such as optical fibers is
much more interesting as their optical properties can be adjusted,
notably with the invention of photonic crystal fibers (PCFs) [9]. The
main advantage of PCF resides in its versatility in terms of morphol-
ogy, application and glass used for its fabrication [10]. Therefore,
PCFs geometries can be  optimized to, simultaneously, engineer the
dispersion properties and increase the Kerr nonlinearity [11].

Chalcogenide (ChG) glasses are  compound that contain at least
one of the chalcogen elements S, Se, and Te combined with the other
elements such as Sb, Ge, As, Ga, etc. [12,13]. ChG glasses are of great
interest due to the possibility of producing glass systems with large

https://doi.org/10.1016/j.opelre.2019.01.003
1230-3402/© 2019 Association of Polish Electrical Engineers (SEP). Published by Elsevier B.V. All rights reserved.
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composition space and good resistance to crystallization which
yield to achieve excellent optical properties such as high refractive
indices, high Kerr nonlinearities, and broad transparency window
extending from near-infrared to mid-infrared wavelengths [14,15].
Owing to  these excellent optical properties, ChG glasses have been
extensively employed to design mid-infrared SC  laser sources based
on PCF exhibiting all-normal chromatic dispersion (ANDi) profile
[12]. Yan et al.  numerically investigated coherent SC generation
extending from 2 to  5 �m by  pumping 50 fs duration 1 kW peak
power laser pulses in  As2S3 ChG glass PCF  [16]. The authors have
optimized the PCF dispersion profile by  controlling the air hole
diameters of inner layers. By using a similar approach, T.S. Saini
et al. reported SC  spectra spanning 1.9–10 �m by pumping at
4.5 �m,  50 fs  width 0.7 kW peak power laser pulses in As2Se3 ChG
glass triangular-core PCF [17]. Furthermore, Diouf et al.  reported
a coherent super-flat SC  source in  hexagonal lattice PCF made of
As38.8Se61.2 ChG [18].  Dispersion and nonlinear parameters of the
proposed PCF are engineered by adjusting the air holes diameter in
the aim to  achieve both ANDi regime and high Kerr nonlinearities.
They have numerically shown that coherent SC spectrum extend-
ing from 2.9 to 4.575 �m at a  3 dB spectral flatness level can be
achieved by launching a  0.05 nJ energy laser pulses pumped at a
central wavelength of 3.7  �m into a  5 cm ANDi PCF length. A. Ben
Salem et al. reported SC generation in  a  kind of hybrid PCF composed
of As2S5 ChG glass and borosilicate [19]. The authors have shown
that coherent and ultra-flat SC  spectra spanning from 1 to  5 �m can
be obtained by  injecting at 2.5 �m, 50 fs  pulses with 28.16 kW peak
power through 4 mm PCF length. Mid-infrared SC extending from
1.5 to 12.2 �m has been, also, reported in  AsSe2 ChG based PCF by
Diouf et al. [20]. The authors have shown that such broadband spec-
tra can be obtained by  pumping 100 fs  pulses with a peak power
of 11.44 kW at 3.5  �m .  Karim et al. used a hexagonal lattice PCF
made using Ge11.5As24Se64.5 glass in the aim to  generate super-flat
and broadband SC  in  ANDi regime [21]. The results, obtained via
numerical simulations, indicate that by pumping at 3.1 �m laser
pulses with a 50 fs width and a 5 kW peak power, a  SC  extended up
to 6 �m can be obtained. Moreover, Karim et al. reported a  coherent
SC generation spanning beyond 15 �m with a  1 cm all-chalcogenide
dispersion-engineered triangular core fiber (TCF) by using a  pump
at 4 �m  with a peak power of 5 kW [22]. The proposed TCF is  com-
posed of a  solid core of Ge11.5As24Se64.5 ChG glass surrounded by a
cladding made of Ge11.5As24S64.5 ChG glass.

Recently, a novel Ga–Sb–S ChG glass system has been proposed
for mid-infrared applications [23]. The Ga–Sb–S based ChG glass
has excellent optical properties such as broad transparency wave-
length range extending from 0.8 to  14 �m, high linear refractive
index laying in  the range of 2.62–2.70, high third-order nonlinear
refractive index up to  12.4  × 10−14 cm2/W at the wavelength of
1.55 �m,  large solubility and low phonon energy when doping with
rare earth [23]. Besides, Ga-based glasses combined with heavy
metals exhibit smaller multi-photon spectra which is suitable for
the design of lasers and other photonic applications [24]. Boruah
et al. proposed and numerically investigated optical properties of
low bend loss PCF based on Ga8Sb32S60 ChG glass for mid-infrared
nonlinear applications [25]. The proposed structure is  found to be
highly nonlinear and insensitive to  microbending which makes it
an excellent candidate for nonlinear applications such as SC  gen-
eration. Ga–Sb–S ChG glass system has been, also, considered to
design a rib waveguide for an on-chip mid-infrared SC generation
[24]. The waveguide geometry consists of a Ga8Sb32S60 ChG glass
core surrounded by a layer of MgF2 glass which act as an upper
and lower cladding material. By pumping at 2.8  �m optical pulses
with a 497 fs duration and a 6.4 kW peak power, mid-infrared SC
spanning the spectral band extending from 1 to 9.7 �m can be, suc-
cessfully, achieved [24].  However, the generated spectra are not
smooth because of the anomalous dispersion regime exhibited by

Fig. 1.  Cross sectional view of the proposed Ga8Sb32S60 ChG glass PCF.

the proposed rib  waveguide. To overcome this critical limitation,
ANDi regime can be achieved in PCF through a proper adjustment
of its air holes diameter.

In this work, we report on a numerical modelling of a  mid-
infrared SC  generation in  a  dispersion engineered hexagonal lattice
PCF with a background material made of Ga8Sb32S60 ChG glass. To
achieve a broadband, coherent and flat-top SC in the mid-infrared
region, the proposed Ga8Sb32S60 PCF is  specifically designed with
ANDi profile and nearly-zero chromatic dispersion wavelength in
the mid-infrared region. This characteristics can be fulfilled with
appropriately controlling the cladding air  holes diameter. For that
purpose, the finite-difference frequency-domain (FDFD) method is
employed to compute the PCF linear and nonlinear properties such
as chromatic dispersion, field mode area and Kerr nonlinear coeffi-
cient. The spectral broadening occurring due to the propagation of
high peak power and femtosecond laser pulses inside the proposed
PCF is simulated by solving the generalized nonlinear schrödinger
equation (GNLSE). Furthermore, the influence of pulses’ character-
istics and the seeded noise on the generated SC bandwidth and
coherence is,  respectively, investigated.

2. Theory

2.1. Design and parameters computation of the Ga8Sb32S60 PCF

Figure 1 depicts the cross section of our proposed PCF. The
structure is formed by a solid core made of Ga8Sb32S60 ChG glass
surrounded by seven rings of air holes arranged in a  triangular lat-
tice and running along the PCF length. The number of  rings has
been chosen to prevent the confinement loss which arises due to
the optical tunnel effect. The air holes pitch and diameter are �
and d, respectively. The refractive index of Ga8Sb32S60 ChG glass is
calculated by using the Sellmeier dispersive model as [25]:

n =
√

1 + a1�2

�2 − b2
1

+ a2�2

�2 − b2
2

. (1)

Where: a1 =  6.2563, b1 = 0.3425 �m,  a2 = 2.9444 and b2 = 34.28
�m.

In order to compute the fundamental mode effective index
and find the corresponding optical field distribution, the finite-
difference frequency-domain (FDFD) method has been used. After
applying the PML  boundary condition, the Maxwell’s equations for
the electric field E and magnetic field H  are given by  [26]:{
ik0sεrE =  ∇ × H

−ik0s�rH  =  ∇ × E
(2)
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s =

⎡
⎢⎣
sy/sx 0 0

0  sx/sy 0

0  0 sysx

⎤
⎥⎦ . (3)

Where: sx = 1 − �x/ (iωε0) and sy = 1 − �y/ (iωε0).
k0 is the free space number, εr is  the medium relative permit-

tivity, �r is  the medium relative permeability, �  is  the conductivity
profile and ω is the angular frequency. Once an adequate meshing
is  introduced to  the structure, the Maxwell’s equations system is
converted into a matrix eigenvalue problem. For a  given excitation
wavelength, a sparse matrix method is used to compute the mode
effective refractive index neff and its optical field profile [27].

The chromatic dispersion is a  key parameter in the propagation
of short optical pulses and their nonlinear interactions in  optical
fibers [4]. The PCF chromatic dispersion coefficient is evaluated
from the fundamental mode effective index as follows:

D (�) =  −�
c

d2neff
d�2

. (4)

Where � and c are the wavelength and the speed of light, respec-
tively.

The field effective area of the propagating mode plays a  crucial
role in  designing PCFs. It gives a  measurement of the light transmit-
ting area regarding the PCF nonlinear response. It can be calculated
using [28]:

Aeff =
(∫∫ ∣∣E2

∣∣dxdy)2

∫∫ ∣∣E∣∣4
dxdy

. (5)

Where E denotes now the amplitude of the transverse electric field
that propagates within the PCF.

The PCF Kerr nonlinearity coefficient is  defined as [5]:

� = n2ω0

cAeff
. (6)

Where n2 = 12.4 × 10−14 cm2/W at 1.55 �m for Ga8Sb32S60 ChG
glass [23].

2.2. Modelling of nonlinear pulse propagation in PCFs

Ultra-court pulse propagation and SC generation in  PCFs can
be modelled by  the generalized nonlinear schrödinger equation
(GNLSE) [5]. This propagation’s equation describes the pulse evo-
lution inside an optical fiber with the mutually combined effects
of chromatic dispersion and the various nonlinear processes. Its
expression is given by:

∂A
∂z

+ ˛

2
A −

∑
k≥2

Ik+1

k!
ˇk
∂kA
∂Tk

=  i�

(
1 + i

ω0

∂
∂T

)
(
A (z, T)

∫ ∞

−∞
R
(
T ′) ×

∣∣A(
z, T  − T ′)∣∣2

dT ′
)
. (7)

A (z, T) is the temporal envelope of the pulse electric field,  ̨ is
the propagation loss coefficient, ˇk is the kth Taylor series expan-
sion coefficient of the propagation constant ˇ (ω) computed at the
center carrier frequency ω0 of the pumping pulse, � is the Kerr non-
linearity coefficient, R (T) is the nonlinear response function, that
contains both instantaneous electronic (Kerr effect) and delayed
(Raman scattering) contributions. Its expression is  given by Ref. 5:

R (t) = (1 − fR) ı (t) +  fRhR (t) . (8)

ı (t) is  the Dirac delta function that represents the instantaneous
electronic response, hR (t) is the Raman response function and fR
represents the Raman fractional contribution to  the overall nonlin-
ear response. Given that, the Ga8Sb32S60 ChG glass Raman response

and fractional contribution are unknown, we have employed those
of the As2Se3 ChG glass [24]. Accordingly, the value of fR is  set to  be
0.115 and the Raman response is given by the following expression
[17]:

hR (t) = 
2
1 + 
2

2


1
2
2

exp
( − t


2

)
sin

(
t


1

)
� (t) . (9)

This single Lorentzian model is  characterized by  two  parameters

1 and 
2 which are appropriately adjusted to provide an excel-
lent fit to  the real Raman gain spectrum [29]. 
1 is  related to the
phonon frequency and 
2 is  related to the network attenuation of
vibrating atoms [30].  Their values are  set to  be of 23.1 fs and 195 fs,
respectively [17].

Finally, the statistical properties of the generated SC  are investi-
gated. Aiming to analyze their sensitivity to the input noise present
on the pump pulses. Coherence of SC sources refers to a mea-
sure of correlations among their spectral intensities and is  required
to characterize ultrafast or rarely occurring phenomena [31]. The
analysis can be  performed by calculating the modulus of the first-
order degree of coherence described as the ratio of the mean
spectral field squared to the mean spectral intensity as following
[32]:

|g12(ω)| = |  < E(ω) > |2
< |E(ω)|2 >

. (10)

Where E (ω) is  the output pulse spectrum. The degree of  coherence
is calculated considering an ensemble average over a  large number
of independent realizations of the generated SC spectra. The input
pulse noise is  seeded into each of these simulations based on the
one photon per mode model [33]. The spectral amplitude of the
input noise A (ω) can be  expressed as [34]:

A (ω) =
√

�ω

Tspan
exp (i2�ϕ (ω)) . (11)

Where �  is  the reduced Planck constant, ω  is  the angular pulsa-
tion, Tspan is the temporal window employed for the numerical
simulations and ϕ (ω) is a  randomly generated phase, uniformly
distributed in the interval [0, 2�]. Besides,

∣∣g12 (ω)
∣∣ is  lying in the

interval [0–1], with a  value of 1 indicating perfect coherence [5].

3. Numerical results

3.1. Dispersion engineering of the proposed PCF

As stated previously, our  target is to design Ga8Sb32S60 ChG glass
based hexagonal lattice PCF exhibiting ANDi regime so that the
resulting SC is  flat and coherent over a  broad spectral range. For
this purpose, the geometrical parameters of the proposed PCF  are
suitably adjusted. In fact, the material dispersion of the background
glass is a fundamental limit when engineering the PCF chromatic
[35]. Figure 2 depicts the material dispersion of  Ga8Sb32S60 ChG
glass derived from Eq. (1).  As it can be seen, the glass exhibits both
normal and anomalous dispersion with a  zero dispersion wave-
length at 5.25 �m. Through a  careful adjusting of the lattice pitch
and the air  holes diameter, the material dispersion can be adjusted
by waveguide dispersion and ANDi regime can be, then, achieved.
We optimize the proposed PCF  structure considering a  constant
pitch � and different values of air holes diameter. Figure 3  depicts
the evolution of the fundamental mode chromatic dispersion with
wavelengths for � = 2.5 �m and d  varying from 0.6 �m to  1.2 �m
with step of 0.2 �m. As it can be observed, the total chromatic dis-
persion profile is  strongly affected by the value of the air filling
fraction. When d/� increases, the dispersion curve increases too
and a  maximum value obtained around the wavelength of 4.5 �m.
Besides, ANDi regime can be achieved with a  peak close to the zero
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Fig. 2. Refractive index and corresponding material dispersion versus wavelength
of  the Ga8Sb32S60 ChG  glass.

Fig. 3. Variation of the chromatic dispersion with wavelengths for � = 2.5 �m and
d  varying from 0.6 �m to 1.2 �m with step of 0.2.

Fig. 4. Variation of the chromatic dispersion with wavelengths for d/ � = 0.352.

for d/� laying between 0.32 and 0.40. Further numerical inves-
tigations have shown that such required dispersion profile can
be ensured with d/� =  0.352, corresponding to  an air hole diam-
eter of d  = 0.88 �m.  As depicted in Fig. 4, the PCF design with
optimized air holes diameter exhibits a negative dispersion over
the entire spectral range with zero dispersion wavelength around
4.5 �m.  Finally, we have calculated the effective field mode area
and the corresponding Kerr nonlinearity and their variations with
wavelengths are  depicted in  Fig. 5.  By using the Miller’ rule, the
nonlinear refractive index of the Ga8Sb32S60 ChG glass has been
reduced to n2 = 10.6 × 10−14 cm2/W ,  corresponding to the central
wavelength 4.5 �m [36]. Simulations results show that the pro-
posed Ga8Sb32S60 PCF  exhibits extreme high nonlinearity over the
whole spectral range. Moreover, the effective field mode area and
the corresponding Kerr nonlinear coefficient for the wavelength of
4.5 �m have been found to be of 15.23 �m2 and 970 w−1 km−1,
respectively.

Fig. 5. Variation of the effective mode area and the corresponding nonlinear coef-
ficient with wavelength for d/ � = 0.352.

Table 1
Taylor series expansion coefficients of the propagation constant.

Coefficient Value

ˇ2 0.2121 ps2/km
ˇ3 −0.0027 ps3/km
ˇ4 3.5188 ×  10−05 ps4/km
ˇ5 −1.8685 ×  10-07 ps5/km
ˇ6 5.7195 ×  10−10 ps6/km
ˇ7 −7.8881 ×  10-13 ps7/km

3.2. Simulation of mid-infrared SC in the proposed PCF

For  studying SC generation in our proposed PCF with the opti-
mized design, we numerically solve the GNLSE equation given
by Eq. (7).  Optical pulses propagating within the Ga8Sb32S60 PCF
core are  modelled by a  chirpless Gaussian pulse given by  A (0,  t) =√
P0exp

(
−t2/2T2

0

)
where, T0 is the pulse duration and P0 is

the peak power. Aiming to generate broad SC, laser pulses are
pumped at 4.5 �m,  corresponding to  the zero chromatic disper-
sion wavelength. A  possible light source for these pulses is based
on phase-matched difference-frequency mixing (DFM) in  Gallium
Selenide (GaSe) crystal of near-infrared signal and idler pulses
obtained from a  parametric system [37].  The light source is capa-
ble of providing optical pulses with �-joule energy level in  the
mid-infrared wavelengths range extending from 3  to  20 �m with
very short durations of 50 fs  at the wavelength of 5  �m. In order
to  accurately model the dispersion variation over a  large spectral
bandwidth, the Taylor series expansion coefficients up to the 7th

order of the propagation constant have been computed around the
center carrier frequency and their corresponding values are given
in Table 1.  The propagation loss is neglected from Eq. (7) since pulse
propagation is  considered in only few millimeters PCF length piece.

Firstly, and aiming to give a  simple explanation of SC forma-
tion mechanisms in the proposed Ga8Sb32S60 PCF, we  consider
the injection of a  Gaussian pulse with a  total energy of  0.53 nJ,
corresponding to FWHM and a  peak power of 100 fs  and 5  kW,
respectively. Accordingly, the dispersion length LD,  the nonlinear
length LNL and the soliton order N can be computed as follow-
ing: LD = T2

0/
∣∣ˇ2

∣∣=  0.047 m,  LNL =  1/ (�P0) = 20.60 × 10−5 m and

N =
√
LD/LNL = 15, respectively. Figure 6 depicts the pulse tem-

poral and spectral evolution over the propagation distance. In
the first few millimeters, the SC  process is  initiated by the SPM
and the pulse spectrum extends symmetrically toward shorter
and longer wavelengths. Furthermore, the SC  spectrum begin to
broaden asymmetrically because of the OWB  effect. It  arises on the
pulse leading and trailing edges where the spectrum sidebands are
obtained from mixing the overlapping frequency components gen-
erated by the SPM [38].  Consequently, OWB  is  responsible for the
creation of the extreme frequencies on both sides of  the pulse spec-
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Fig. 6. Gaussian pulse spectral and temporal evolution over 1  cm  PCF length where the peak power and FWHM are 5  kW and 100 fs, respectively.

Fig. 7.  Pulse spectral (a) and temporal (b)  profiles at the input and after z = 1 cm of propagation.

trum and for the uniform spectral and temporal profiles of the pulse
spectrum at the PCF output [1]. Figure 7 shows the pulse temporal
and spectral profiles at the PCF input and after 1 cm of propagation
length. The propagation length where the OWB  arises is  given by
[39]:

z = LD√
4e−1.5N2 −  1

(12)

Accordingly, the OWB  starts to  occur at the distance of 3.3 mm.
Figure 8 shows the pulse temporal profile at the input and after
3.3 mm of propagation and the spectrogram of the output pulse.
Upon further propagation, the pulse spectrum extends on both
sides by transferring energy from its center wavelengths to  the new
generated frequency band. Sight to enhance the generated SC  band-
width, we have studied the impact of the pumped pulses initial
conditions. Firstly, the impact of the pulse peak power is  inves-
tigated. Numerical simulations are conducted with a  100 fs  pulse
duration with a  peak power of 5 kW,  10 kW,  15 kW and 20 kW,
respectively. As it can be seen from Fig. 9,  the output pulse spectrum
width increases with the initial peak power. Besides, smooth SC
spectra extending to the mid  infrared region and spanning 6.9 �m
in the range from 1.7 �m to 8.6 �m at 20 dB is successfully obtained
for a peak power of 20 kW.  The effect of the initial pulse duration
on the output spectrum bandwidth is, then, studied. We consider
an initially injected pulse with a  peak power of 20 kW and vari-
ous FWHM durations. Figure 10 depicts the output pulse spectrum

after propagation over PCF  length of 1 cm where the FWHM is set
to be 100 fs, 75 fs  and 50 fs, respectively. When the pulse FWHM
is reduced, the generated SC spectrum extends toward the mid-
infrared region and large bandwidth spanning of  7.59 �m from
1.65 �m to 9.24 �m at 20 dB is successfully achieved when pump-
ing with 50 fs  FWHM pulses. The SC sensitivity to the input noise
is, then, analyzed. The coherence of SC  spectra generated in  our
proposed PCF  is investigated by considering the optimized param-
eters of the input pulse. Figure 11 shows the SC  generated after
1 cm of propagation in  the PCF  using a  pulse with a peak power
and FWHM of 20 kW and 50 fs, respectively and the corresponding
first-order degree of coherence calculated from 100 independent
realizations. As it can be seen, the generated spectrum exhibits
smooth profile with perfect spectral coherence over the entire spec-
tral range. In fact, the spectral broadening is  achieved mainly due to
SPM which is a deterministic process that preserves the coherence
of input optical pulses [40]. Finally, the influence of the material
loss on the SC  spectral bandwidth is examined. Figure 12  depicts
the output SC spectrum for a  laser pulse with a peak power and
FWHM of 20 kW and 50 fs, respectively, without loss and after intro-
ducing an optical attenuation with a coefficient of  1.24 dB/mm,
calculated from the transmission spectra of the Ga-Sb-S glass sys-
tem [23]. Compared to the case where the loss is  neglected, the
generated SC spectrum bandwidth at the spectral flatness level
of 20 dB is  reduced only by 0.29 �m. Besides, this spectral nar-
rowing can be compensated by increasing the input pulses peak
power.
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Fig. 8. (a)  Pulse profiles at the input and after z =  3.3 mm of propagation. (b) Spectrogram of the output pulse.

Fig. 9. Generated SC spectrum in 1 cm PCF length with an input pulse FWHM of 50 fs and various values of the peak power.

Fig. 10. Generated SC spectrum in 1 cm PCF length with an input pulse peak power of 20 kW and various values of FWHM.

The numerical results presented in this paper are compared to
recently published works reporting mid-infrared SC generation in
ANDi ChG based PCFs (Table 2). Although the comparison is  per-
formed by considering a  spectral flatness of 20 dB level, it reveals
the potential of our proposed Ga8Sb32S60 ChG glass based PCF to
generate coherent, broadband and ultra-flat SC  spectra.

Also, it is worth noting that the SC is generated in our
PCF with a  simple design compared to more complex struc-
tures such as multi-material PCFs [19,22], PCF with different

air  holes diameters [17]  or nanostructured graded-index fiber
[43].

The broadband SC generated in our proposed Ga8Sb32S60 glass
PCF makes it a  promising candidate for multiple nonlinear appli-
cations, especially in OCT [44]. Visible and near-infrared OCT has
been widely used as non-invasive and non-contact cross-sectional
imaging technique for biological tissues, material characterization,
dimensional measurement etc. [45]. Recently, mid-infrared OCT
systems have been reported for the analysis of ceramics, polymers
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Fig. 11. SC generated with an input Gaussian pulse peak power and FWHM of 20 kW and 50 fs, respectively and the calculated degree of coherence.

Fig. 12. SC generated with an input Gaussian pulse peak power and FWHM of 20 kW and 50 fs, respectively with and without introducing optical material loss.

Table 2
Comparison of the SC bandwidth at 20 dB generated with the proposed Ga8Sb32S60 based PCF with that reported in selected ANDi ChG based PCF designs.’.

Reference ChG glass Pump wavelength (�m) SC bandwidth (�m)

[17] As2Se3 4.5  2 -  8
[18] As38.8Se61.2 3.7  2.8 – 4.8
[19] As2S5 –  borosilicate 2.5  0.9  – 5.25
[21] Ge11.5As24Se64.5 3.1  2 -  5.5
[22] Ge11.5As24Se64.5 - Ge11.5As24S64.5 4  2.5 - 7
[41] As2S3 -  borosilicate 2.8  2.4 – 3.1
[42] As2S3 2.5  1-7.5
[43] As40Se60 - Ge10As23.4Se66.6 6.3  3.5 – 8.5
Proposed PCF Ga8Sb32S60 4.5  1.65 -  9.24

and some biochemical species such as collagen amide, carbonate
and phosphate [46,47]. For an OCT system, an axial resolution is  a
key specification. Its  value is determined by the coherence length
of the light source given by [48]:

Lc = 2ln2
�

�2
0

��
. (13)

Where �0 and �� are the source center wavelength and spectral
bandwidth, respectively. As it can be noticed from Eq.  (13),  the
coherence length is inversely proportional to  the optical source
spectral bandwidth and, therefore, broadband optical sources are
needed to design OCT systems with improved axial resolution [48].
In our simulations, we have found that pumping 1.06 nJ pulses at a
central wavelength of 4.5 �m into a 1 cm long PCF generates a  broad
SC with the spectral width ��  =  7.59 �m.  Therefore, the coherence
length is  1.18 �m and, hence, high resolution OCT imaging system
can be ensured for the mid-infrared fingerprint region. Besides, the
ultra-flatness of the generated SC  prevents the creation of side lobes

in  the interferogram and ensures the required high quality of axial
resolution [47].

Considering now the fabrication possibilities of the proposed
PCF. A key factor for fiber manufacturing is related to the ther-
mal  stability of the host glass. Thermal stability is  defined as the
difference �T  between the crystallization temperature Tc and the
glass transition temperature Tg which has to be higher than 1000 C
[49,50].  According to  the experimental results reported in  [23], the
glass transition and crystallization temperatures of the Ga8Sb32S60
glass are  found to be Tg =  2400 C and Tc =  3570 C,  leading to a  thermal
stability of �T =  Tg − Tc =  1170 C. For that reason, the Ga8Sb32S60
chalcogenide glass system is found suited for fibers fabrication.

4. Conclusions

In summary, we have studied ANDi and highly nonlinear chalco-
genide glass based PCF for coherent, broadband and flat-top
mid-infrared SC  generation. The proposed PCF consists of  a solid
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core made of Ga8Sb32S60 ChG glass surrounded by seven rings of
air holes arranged in a  hexagonal lattice. Numerical results indi-
cate that targeted dispersion properties can be achieved simply
by controlling the air hole diameters in  the cladding and ANDi
profile is  achieved over a wide range of wavelengths with a  zero
dispersion wavelength located around 4.5 �m. Moreover, the pro-
posed PCF exhibits Kerr nonlinearity as high as 970 w−1 km−1 at
the pumping wavelength (i.e., 4.5 �m).  Furthermore, SC genera-
tion at 4.5 �m in the optimized design has been analyzed. The
impact of input pulse peak power and duration on output spec-
tral bandwidth have been investigated. Simulations’ results have
shown that broadband and perfectly coherent flat-top SC spectrum
spanning the wavelength range from 1.65 �m to 9.24 �m at the
20 dB spectral level is  successfully generated by using a  50 fs dura-
tion 20 kW peak power laser pulse (corresponding to pulse energy
of 1.06 nJ) in  only 1 cm PCF length. Owing to  its interesting prop-
erties, the proposed Ga8Sb32S60 glass PCF  is  found to be suitable
for potential mid-infrared applications such as optical coherence
tomography, mid-infrared spectroscopy, metrology and material
characterization.
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[31] M. Klimczak, G. Soboń, R. Kasztelanic, K.M. Abramski, R. Buczyński, Direct
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a b s t r a c t

In the present paper, we report an experimental study on a special glass developed for Ag+-Na+ ion-
exchange. The glass composition and the influence of each element of the composition on the diffusion
parameters were studied. Some parameters of exchange are determined, as well as the diffusion coeffi-
cient, refractive index variation, propagation and coupling losses. Such parameters can determine the fab-
rication conditions of integrated devices. The obtained waveguides have low coupling and propagation
losses. The behavior of the fabricated waveguides at low temperatures is tested. It observed that, at these
temperatures the diffusion is not negligible, which can affect the life time of the components. In order to
improve this parameter, a modification of the amount of some elements of the glass composition is nec-
essary, specially the alumina.
� 2018 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Ion exchange in glass is a suitable technique which is widely
applied to modify the surface composition and properties of the
glass surface without changing the bulk glass properties
(Guldiren et al., 2016). This technique is usually used to fabricate
glass waveguide owing to their benefits compared with other fab-
rication techniques (Wang et al., 2015). Waveguides made by ion-
exchange on glass substrates are good candidates for passive inte-
grated optics applications (Ramaswamy and Srivastava, 1988;
Opilski et al., 2000). In addition, the integrated waveguide fabri-
cated by this technology is a process well suited to industrial pro-
duction. The quality and the performances of such waveguides
depend strongly on the glass composition and on the type of the
dopant ions (Ag+, K+, Tl+, Cs+, etc.), which determine the diffusion
parameters of the exchange (Rehouma and Aiadi, 2008). Some con-
ditions are required on glass to use it in this technology. It must
contains enough of alkaline oxides in order to create an important
variation of refractive index, low intrinsic losses, the refractive
index of the material is close to that of the silicon, chemical

durability, no bubbles and high degree of homogeneity, easy diffu-
sion of the ions, simple production, the fusion temperature is
higher than the diffusion temperature and finally a low Haven
ratio.

In this work, we report an experimental study on a special glass
developed for Ag+-Na+ ion-exchange. The study includes the glass
composition, and the influence of each element of the composition
on the diffusion parameters. The fabrication parameters, the char-
acterization of the fabricated waveguides on this glass and its per-
formances are presented. The results are discussed in order to
improve this composition.

2. Experimental

2.1. Glass’s composition and characteristics

The glass used in this study contains SiO2 as network former
oxide with quantity in weight (%) of 61–64%. This amount gives
the glass strength and high transparency in the visible and near
infrared ranges. The alumina (Al2O3) is introduced as network
intermediate oxide with 11–13%. The intermediate oxide, con-
tribute to the glass strength, causes an elevation of refractive
index. The existence of this quantity in the glass permits to
increase the electrical conductivity, the chemical durability of glass
and the diffusion efficiency in the material. As network modifier
oxides, Na2O, Li2O, MgO and CaO are introduced with 12–14,
0.5–1, 3–4 and 3–5% respectively. The addition of alkaline oxides
(Na2O and Li2O) permits to reduce the elaboration temperature,

https://doi.org/10.1016/j.jksus.2018.07.001
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the viscosity and the chemical durability of glass. Moreover, the
presence of alkaline oxides increases the dilatation coefficient,
the electrical conductivity and the refractive index. The MgO and
CaO improve also the chemical resistance of glass and reduce the
electrical conductivity. The introduction of B2O3, in this case
(4–6%), increases the chemical resistance and decreases the dilata-
tion coefficient. It should be noted, that the composition do not
contains FeO, As2O3 or Sb2O3 since these elements cause the reduc-
tion of silver ions leading to excessive losses in the substrate. The
glass samples, with size of 6 cm, were prepared starting from high
purity powders according the weight (%) composition mentioned
above by melt-quenching method. This method includes a series
of classical steps: mixing of starting materials, melting, fining, cast-
ing and annealing (Murugasen et al., 2015). The refractive index of
this glass is nearly of 1.51 (k = 0.8 lm) and the temperature of
fusion (Tg) is in order of 560 �C.

2.2. Ion-exchanged waveguide’s parameters

In order to design optical waveguides made by ion-exchange in
this glass, it is important to characterize the diffusion properties of
cations in the substrate. The kinetic of diffusion is obtained by
analysis of the refractive index profile of planar waveguides calcu-
lated by the inverse WKB method from the effective index of mul-
timode structures (Hocker and Burns, 1975; Kaul and Thyagarajan,
1984; Ding et al., 2004).

The diffusion coefficient and ionic mobility are deduced from
this experiment by fitting numerically the index profiles by finite
difference program. Such program simulates the differential equa-
tion (Fick’s law) which governs the diffusion kinetic of the two
cations. The diffusion coefficient D (lm2=min) is determined
experimentally for two different concentrations (2% and 10% Molar
fraction) of silver in a molten bath of Sodium Nitrate (NaNO3). The
measurements of D were performed for different temperatures
varying from 250 to 350 �C (Table 1). The time of diffusion is a
few seconds for each operation.

The refractive index variation (Dn) after the thermal exchange
depends also on the silver concentration in the molten bath. The
experimental results are given in the table 2.

We assume that D (T) has temperature dependence given by the
following law:

DðTÞ ¼ D0e�
DE
RT ð1Þ

Where D0 is the frequency factor, DE is the activation energy and R
is the gas constant.

The Fig. 1 illustrates the variation of D as a function of temper-
ature (�C).

A glass waveguide elaborated with a silver concentration of 10%
has a diffusion coefficient which is equal to 0.00002 mm2/min at
80 �C, which is not negligible. That is to say that it takes about
9 days for Ag+ ion move over a distance of 1 mm (x ¼ 2

ffiffiffiffiffiffi

Dt
p

) into

the glass. This aspect is confirmed by heating the fabricated plan-
ner waveguides in a furnace, at low temperature (100 �C), for sev-
eral days (until 750 h). It observed that the variation of refractive
index of the fundamental mode, decrease from 0.055 to 0.047.

The diffusion of K+ is also tested, by immersing the glass sub-
strate in a molten bath of KNO3. The temperature of the exchange
is more than 400 �C, for a time of diffusion more than four hours.
From the obtained planner waveguides, the diffusion coefficient
D and Dn are determined experimentally. D depends on the tem-
perature of diffusion. For T varies from 390 to 460 �C, D changes
from 0.012 to 0.065 mm2/min. The refractive index variation
depends only on the kind of the dopant. In this case, it is about
0.0125. This glass is not well-suited for K+ exchange due to the
qualities of the obtained buried waveguides (Tervonen et al., 2011).

A channel-waveguides are made by two-step exchange process
(Rehouma et al., 1995). During the first step, a surface channel-
waveguide is fabricated by purely thermal exchange between the
Ag+ cations of the bath and the Na+ cations present in the glass,
through a mask previously deposited on the glass surface. This
mask is then removed; the waveguide is buried below the surface
by application of an external electric field across the substrate, dur-
ing the second step. The obtained waveguides, 3 cm of length, are
well compatible with optical fiber. The insertion losses (input, out-
put coupling and propagation losses) of such waveguides are less
than 0.8 dB. These losses were divided as follow: 0.4 dB in input
and output coupling losses (Rehouma et al., 2007), less than 0.39
dB (0.13 dB/cm) in propagation losses (at k= 0.785 lm)
(Rehouma and Aiadi, 2008). The propagation losses are measured
by the Cut back method (Cai et al., 2013; Kaminow and Stulz,
1978).

3. Discussions

We can draw several remarks from the results. Firstly, the
important quantity of Na2O in the studied glass is responsible of
the considerable variation of the refractive index of the exchanged
waveguides (Inácio et al., 2013; Rehouma, 1994). The diffusion
coefficient (D) of the external cations into glass depends on the
concentration of Al2O3 and Na2O of the glass in the one hand
(Mendez and Morse, 2007), on the other hand, it depends on the
concentration of silver in the molten bath and its temperature
(Rehouma and Aiadi, 2008). D is important, in spite of the existence
of B2O3 in the glass. This parameter remains important even at low
temperature (60–100 �C), which affects on the lifetime of the fab-
ricated integrated devices. It will be preferable to have a value of

Table 1
The variation of D as function of silver concentration and temperature.

Temperature (�C) 250 300 350

D(lm2=min), CAg = 2% 0.037 0.15 0.6

D(lm2=min), CAg = 10% 0.08 0.35 1.2

Table 2
variation of refractive index as function of AgNO3 concentration in molten bath.

Concentration of AgNO3

(molar fraction%)
0.2 0.4 0.5 1 5 10 14

Dn at the glass surface (x10�2) 1.02 1.91 2.1 2.9 5.85 6.95 7.33

Fig. 1. The variation of D as function of silver concentration and temperature.
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activation energy 23 kcal/mol in order to extend the stability of the
components over 20 years. To improve this factor, a reduction of
Al2O3 and replace it by an alkaline oxide like K2O is necessary
(Tomozawa, 1993). A saturation of Dn is obtained for a silver con-
centration about 10% in the bath. It means economically, is not
advised to use more than this concentration in order to obtain a
maximum of Dn. The temperature of the exchange (300–400 �C)
is largely less than the Tg of the glass, then the fabrication condition
has no affect on the substrate. The transparency and the homo-
geneity of the material are demonstrated by the obtained low
losses propagation. Its refractive index (1.51) is nearly close to that
of optical fiber (1.46), but the addition of small quantity of fluoride
(less than 4%) can reduce significantly this parameter (García-
Bellés et al., 2017; Rabinovich, 1983).

4. Conclusions

This study shows that this composition of glass is well adapted
for silver-sodium ion-exchange. A good qualities and performances
of the fabricated waveguides were obtained in terms of propaga-
tion and coupling losses. The factor of stability of the components
must be taken in consideration for a future evolution of this
composition.
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a b s t r a c t

To improve the output beam stability of a TEM00-mode solar-pumped laser, a twisted fused silica
light-guide was used to achieve uniform pumping along a 3 mm diameter and 50 mm length Nd:YAG
rod. The concentrated solar power at the focal spot of a primary parabolic mirror with 1.18 m2 effective
collection area was efficiently coupled to the entrance aperture of a 2D-CPC/2V-shaped pump cavity,
within which the thin laser rod was pumped. Optimum solar laser design parameters were found through
ZEMAX� non-sequential ray-tracing and LASCAD� laser cavity analysis codes. 2.3 W continuous-wave
TEM00-mode 1064 nm laser power was measured, corresponding to 1.96 W/m2 collection efficiency
and 2.2 W laser beam brightness figure of merit. Excellent TEM00-mode laser beam profile at
M2 � 1.05 and very good output power stability of less than 1.6% were achieved. Heliostat orientation
error dependent laser power variation was considerably less than previous solar laser pumping schemes.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

The idea of solar-pumped lasers appeared [1] no long after the
invention of laser. The conversion of free sunlight into laser light by
direct solar pumping is of increasing importance because broad-
band, temporally constant, sunlight is converted into laser light,
which can be a source of narrowband, collimated, rapidly pulsed,
radiation with the possibility of obtaining extremely high bright-
ness and intensity. This type of renewable laser is unique since it
does not require any artificial pumping source along with its asso-
ciated electrical power generation and conditioning equipment.
Solar-pumped lasers are hence very useful for space applications
[2] such as atmospheric and ocean sensing; laser power beaming;
deep space communications; orbital space debris removal. Pow-
ered by abundant solar energy, solar laser has also large potentials
for terrestrial applications such as high temperature materials pro-
cessing and magnesium–hydrogen energy cycle [3–5], where high
brightness solar laser beam can play an important role. Brightness
is the most significant parameters for a laser beam. It is given by
the laser power divided by the product of the beam spot area
and its solid angle divergence. This product is proportional to the

square of beam quality factor M2. Brightness figure of merit is thus
defined as the ratio between laser power and the product of Mx

2

and My
2. Many applications require operation of a solar laser at

its fundamental mode: e.g. TEM00-mode, since this mode produces
the smallest beam divergence, the highest power density, the high-
est brightness [6] and also the highest stability [7]. Furthermore,
the radial profile of TEM00-mode is smooth. This property is impor-
tant at high power levels, since multimode operation leads to the
random occurrence of local maxima in intensity, which might
exceed the damage threshold of the optical components in a res-
onator [6].

Since the first demonstration of 1-W solar-pumped laser by
Young in 1966 [1], researchers have exploited both parabolic mir-
rors and Fresnel lenses to attain enough solar flux at the focal
point. Many pumping schemes have been proposed to improve
solar laser output performance [8–28]. Even though parabolic mir-
rors have long been explored to achieve tight focusing of incoming
solar radiation, the adoption of a Fresnel lens as a primary solar
concentrator in the last decade has boosted significantly solar laser
efficiency. Considerable solar laser collection efficiency – defined
as the ratio between laser output power and primary concentrator
area – have been achieved, reaching 30 W/m2 when pumped
through a 4 m2 area Fresnel lens in 2012 [14]. The thermal lensing
effects caused by non-uniform distribution of pump light have,

http://dx.doi.org/10.1016/j.optlastec.2017.06.003
0030-3992/� 2017 Elsevier Ltd. All rights reserved.
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however, contributed to low laser beam brightness when the laser
rod was end-side-pumped by the Fresnel lens [13,14]. Even though
Fresnel lenses have been preferred due to its simplicity, easy avail-
ability and low-cost [11–15], there are still a few inconveniences
regarding to their use in solar laser research. Fresnel lenses cause
the dispersion of the solar radiation spectrum along its focal zone,
impairing the most efficient pump light concentration to laser rod.
The solar laser head pumped by a Fresnel lens [11–15] moved
together with the whole solar tracking structure; thus, an optical
fiber was required for the transportation of solar laser radiation
to a fixed target position, diminishing therefore the efficiency of
the whole laser system due to the transmission loss of the optical
fiber. The advantage of having a stationary laser head at the focus
of a primary collector is more pronounced for applications like
material processing where a vacuum chamber should be conve-
niently installed near the laser head. We have, therefore, insisted
on improving solar laser efficiency and beam brightness by
heliostat-parabolic mirror systems in recent years [16–20,25,27].
Most recently, we have achieved 31.5 W/m2 multimode,
7.9 W/m2 TEM00-mode solar laser collection efficiency by using
the heliostat-parabolic mirror system in the PROMES – CNRS
(Procedes, Materiaux et Energie Solaire – Centre National de la
Recherche Scientifique) [28], surpassing the previous records by
Fresnel lens [14,15].

The utilization of two-dimensional compound parabolic sec-
ondary concentrator (2D-CPC) and three-dimensional compound
parabolic concentrator (3D-CPC) tertiary pumping cavity further
boosted up the solar laser power level [13–17,25]. Despite the
small overlap between Nd:YAG absorption spectrum and solar
emission spectrum, Nd:YAG single-crystal material has been
demonstrated as an excellent material under solar pumping
because of its superior thermal conductivity, high quantum effi-
ciency and mechanical strength characteristics compared to other
host materials [7–29]. Side-pumping configuration presents high
brightness since it allows the uniform distribution of absorbed
solar pump power along the rod axis and spreads the power within
the laser medium, reducing the associated thermal loading prob-
lems [18,25]. Besides, the free access to both rod ends permits
the optimization of more laser resonator parameters, improving
largely the laser beam quality and enabling the efficient extraction
of solar laser in fundamental mode. Also importantly, as the rod
acts as an aperture within a laser resonator, by pumping a small
diameter laser rod, high-order resonator modes can be suppressed
by large diffraction losses, and beam quality improves. For these
reasons, we have concentrated our efforts on side-pumping small
diameter rods through heliostat-parabolic mirror system in recent
years [15,17,25].

Heliostat orientation error is a critical factor influencing the res-
onator stability of a solar laser. It moves the center of the absorp-
tion distribution inside the crystal, resulting in both less output
power and a non-uniform beam profile. To minimize this problem,
a single fused silica light-guide with large square input/output
ends was proposed [16,17,20]. Pump light uniformity at the output
end of the square light-guide was achieved. The transfer efficiency
from the focal spot to the laser rod was, however, reduced due to
the inefficient light coupling between the large output end of the
light guide and the laser rod. Besides, in solar lasers, thermal focus-
ing of a laser rod greatly modifies the modes, and the pump-
induced fluctuations of the focal length may strongly perturb the
laser output, even preventing any practical or reliable use of the
laser [19,20]. Efficient exploitation of the rod volume of a solar
laser operating in the fundamental mode requires the solution of
following problems: the TEM00-mode volume in the rod has to
be maximized, but the resonator should remain as insensitive as
possible to focal length and alignment perturbations. Early solu-
tions proposed the compensation of the thermal lens by a convex

mirror, or by negative lenses ground at the ends of the rod, that
exactly eliminate the focusing effect of the rod. With these meth-
ods, high power in a single-mode beam was obtained [6]. This
compensation technique, however, was effective only for one par-
ticular value of the focal length.

Since 2008, many solar laser pumping schemes [21–24] were
proposed and prototypes [15,17,19,20,25,28] built to generate
TEM00-mode laser emission, as listed in Table 1. The most efficient
method was related to the direct pumping of a laser rod in the focal
zone through either an aspheric lens [15,28], or a cylindrical lens
[19] or an ellipsoidal lens [25]. For the PROMES heliostat-
parabolic mirror system, a fused silica semi-cylindrical lens was
combined with a 2V-shaped pumping cavity to provide efficient
side-pumping along a grooved Nd:YAG rod. 4.0 W continuous-
wave TEM00-mode (Mx2 = 1.2 and My2 = 1.1) 1064 nm solar laser
power at 3.6 W/m2 collection efficiency were obtained [19]. An
ellipsoid-shaped fused silica lens was also combined with a
2V-shaped pumping cavity to provide efficient side-pumping along
the same grooved rod. 4.5 W continuous-wave TEM00-mode
(M2 � 1.1) 1064 nm solar laser power was achieved at collection
efficiency of 4.0 W/m2 [25]. However, poor laser beam stability
was found due to the strong thermal lensing effect in both cases
[19,25]. Most recently, 9.3 W continuous-wave TEM00-mode
1064 nm solar laser power was measured, corresponding to
7.9 W/m2 TEM00-mode solar laser collection efficiency [28]. How-
ever, most efficient end-side-pumping of a 4 mm diameter 35 mm
length Nd:YAG rod through a large aspheric lens has inevitably
resulted in non-uniform absorbed pump light distribution, result-
ing in the TEM00-mode laser beam with reduced quality of
M2 � 1.2. The laser beam stability was also sensible to the thermal
lensing conditions, which depends heavily on the orientation accu-
racy of the heliostat. Indirect solar laser pumping through a single
or a twisted fused silica light-guide [16,17,20–24] was considered
to be an effective solution to solar laser beam stability problem.
Even though optimum light-guide solar laser pumping parameters
were found through ZEMAX� and LASCAD� numerical analysis
codes, no prototypes lasers were built to validate these proposals
until 2012 [21–24]. A rectangular fused silica light-guide and a
2D-CPC concentrator were combined to further compress the con-
centrated solar radiation from the focal spot of the PROMES para-
bolic mirror into a thin laser rod within a V-shaped pumping
cavity. 4.4 W continuous-wave TEM00-mode (M2 � 1.05) 1064 nm
solar laser power was finally produced, attaining 4.0 W laser beam
brightness figure of merit [17]. The output laser beam stability was
also improved. However, only 1.9 W/m2 TEM00-mode solar laser
collection efficiency was attained. Another rectangular fused silica
light-guide was used to couple the concentrated solar power at
the focus of the PROMES parabolic mirror into a thin laser rod
within a 2V-shaped pumping cavity. 5.5 W continuous-wave
TEM00-mode solar laser power and 2.86% W/m2 collection effi-
ciency were obtained [20]. However, both output laser beam qual-
ity at M2 � 1.25 and its stability was quite limited, as shown in
Table 1. It is also interesting to note that the prototype with the
2D-CPC/V-shaped pump cavity gave better TEM00-mode laser beam
stability than that with only single 2V-shaped pump cavity.

To improve the laser beam stability of the solar-pumped laser
by the heliostat–parabolic mirror system, a twisted fused silica
light guide side-pumping scheme is proposed here. Based on the
refractive and total internal reflection principles, the twisted
light-guide transformed the concentrated light spot with near-
Gaussian profile at its input face into a uniform rectangular pump
light distribution at its output end, facilitating further pump light
coupling to the entrance aperture of the 2D-CPC/2V-shaped pump
cavity, where the long and thin Nd:YAG rod was efficiently
pumped. The prototype solar laser was built in Lisbon and tested
in the PROMES during the month of July, 2016. By pumping the
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3 mm diameter, 50 mm length rod within the 2D-CPC/2V-shaped
cavity, 2.3 W continuous-wave TEM00-mode (M2 � 1.05) 1064 nm
stable laser emission was achieved, corresponding to 1.96W/m2

collection efficiency. The TEM00-mode laser output power was sig-
nificantly more stable than other solar pumping approaches as
listed in Table 1.

2. Stable solar-pumped TEM00-mode Nd:YAG laser system

2.1. Solar energy collection and concentration by the PROMES-CNRS
heliostat – parabolic mirror system and the solar-pumped Nd:YAG
laser with the twisted light guide

A large plane mirror with 36 small flat segments (0.5 m � 0.5 m
each), mounted on a two-axis heliostat, redirected the incoming
solar radiation towards the horizontal axis primary parabolic mir-
ror with 2 m diameter, 60� rim angle and 850 mm focal length, as
shown in Fig. 1. All the mirrors were back-surface silver coated.
Due to iron impurities within the glass substrates of both plane
and parabolic mirrors (with 5 mm and 10 mm thickness respec-
tively), only 59% of incoming solar radiation was effectively
focused to the focal zone. A shutter with motorized blades regu-
lated the incoming solar power from the heliostat. After consider-
ing all the shading effects such as the spaces between the heliostat
plane mirrors, the shutter blades, the X-Y-Z axis positioning
system, the laser resonant cavity and its mechanical fixture, an
effective collection area of 2.65 m2 was calculated when the
shutter was totally opened. On high solar insolation days, more
than 1400 W solar power could be focused into a near-Gaussian
light spot with 11 mm full width at half maximum (FWHM). We

actually limited the maximum solar power at the focus by masking
the external annular area of the 2.0 m diameter parabolic mirror as
explained in Section 4.2.

The TEM00-mode solar laser system, composed by the twisted
fused silica light guide, the 2D-CPC/2V-shaped pump cavity with
the long and thin Nd:YAG rod, were mechanically mounted to
the laser resonant cavity, which was then fixed on the X-Y-Z axis
positioning system, as shown in Fig. 1, through a multi-angle vice,
as shown in Fig. 2. Accurate optical alignment of the laser head in
the focal zone was ensured by adjusting the X-Y-Z axes of the posi-
tioning system. Both the Nd:YAG rod and pump cavity were
actively cooled by water at 6 L min�1 flow rate.

2.2. Description of the twisted fused silica light-guide and 2D-CPC/2V-
shaped pump cavity

The concentrated solar radiation from the PROMES parabolic
mirror was firstly collected by the twisted fused silica light-guide
with 19.4 mm � 16.6 mm input face, 119.3 mm length and
8.3 mm � 38.6 mm rectangular output end, as illustrated in Figs. 3
and 6 (see more details in Section 4). The 2D-CPC/2V-shaped cavity
had an entrance aperture of 11 mm � 35 mm and was 10 mm in
depth. The hollow 2D-CPC had 11 mm input aperture, 7 mm
output aperture, 6.5 mm height and 45� acceptance angle. The
2V-shaped cavity was composed of two plane reflectors V1 + V2,
where the reflector V1 was mounted at a1 = 107� full-angle and
the reflector V2 at a2 = 48� half-angle, as shown in Fig. 3. In
ZEMAX� analysis, the 2D-CPC/2V-shaped cavity combination
was found more efficient for coupling the light rays of different
angles from the twisted light-guide to the laser rod, as compared
to the single V-shaped reflector. The inner walls of both 2D-CPC
and 2V-shaped reflectors were bonded with a protected silver-
coated aluminum foil with 94% reflectivity. Cooling water also
ensured an efficient light coupling from the light guide to the laser
cavity and partially prevented both UV solarization and IR heating
to the laser rod. By combining the light concentration features of
the 2D-CPC/2V-shaped pump cavity with the homogenization
capacity of the twisted light-guide, relatively uniform pump power
deposition within the laser rod was achieved.

In ZEMAX� analysis, eight detectors were used along the light
guide to exam the light distribution at different sections along
the light guide. The numerically calculated transfer efficiency, the
absorbed pump power by the laser rod, and finally the calculated
TEM00-mode laser powers and profiles by LASCAD� analysis, with
or without heliostat orientation errors, are given in Table 2.

Heliostat orientation errors moved the center of the absorption
distribution within a laser rod, resulting in less laser output power
and a non-uniform laser beam profile. The twisted light-guide was
therefore essential to overcoming this problem, serving as a beam

Fig. 1. Solar laser pumping scheme by the PROMES heliostat – parabolic mirror
system.

Fig. 2. Solar laser system with the twisted fused silica light-guide and asymmetric laser resonant cavity for the extraction of TEM00-mode laser power.
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homogenizer by transforming the near-Gaussian profile of the con-
centrated light spot at its input face into a uniform pump light dis-
tribution at its output end. The light distributions along the twisted
light-guide, the absorbed pumped light distribution along the laser
rod and consequently the output laser beam profiles were all listed
in both Fig. 3 and Table 2. By ZEMAX� ray tracing code, 73.4%
transfer efficiency was calculated for zero orientation error. A
typical 2 mrad heliostat orientation error could cause 2.55 mm dis-
placement of focal spot, shifting it away from the center of the
input face. The displacement of the focal spot along X-axis caused
a slight improvement in transfer efficiency to 73.7%, since more
light could be coupled to the output end by the curved part of
the light-guide. Also, for the 2.55 mm displacement in Y-axis,
73.7% transfer efficiency was attained. With 2.55 mm orientation
errors in both X and Y-axes, the transfer efficiency was finally
reduced to 73.3%. For zero orientation error, 41.7 W absorbed
pump power was calculated by the ZEMAX� code. For 2.55 mm
displacement in either X or Y axis, 39.9 W and 41.3 W was also cal-
culated respectively. For 2.55 mm displacement in both X and Y
axis, 39.7 W absorbed pump power was finally calculated. It was
interesting to note that high transfer efficiency did not necessarily
mean high absorption efficiency by the laser rod, since the angles
of the exiting light rays from the light guide output end also
influenced strongly the final absorption efficiency of the laser
rod. Orientation error dependent TEM00-mode laser beam profiles
and output powers in Table 2 will be discussed in Section 3.

3. Numerical optimization of the laser system and TEM00-mode
power by ZEAMAX� and LASCAD� codes

3.1. ZEAMAX� optimization of the optical parameters of the laser
system

ZEMAX� non-sequential ray-tracing code was used to optimize
all the design parameters of the twisted light-guide solar laser. The
standard solar spectrum for one-and-a-half air mass (AM1.5) [30]
was used as the reference data for consulting the spectral
irradiance (W/m2/nm) at eachwavelength. The terrestrial solar irra-

diance of 1000 W/m2 was considered in the ZEMAX� analysis. The
half-angle of 0.27� subtended by the Sun was also considered. The
effective pump power of the light source was 189 W for the para-
bolicmirror with 1.4 m diameter. It took into account of parameters
such as the 16% overlap between the Nd:YAG absorption spectrum
and the solar spectrum, the reflection and absorption losses of both
the heliostat and the parabolic mirror, the shading effects of the
shutter, themechanical support unit and the laser head. The absorp-
tion spectrum of fused silica and water were also included in the
ZEMAX� numerical data to account for absorption losses. For a
1.1 at.% Nd3+-doped YAG single-crystal medium, 22 absorption
peaks were defined in the ZEMAX� numerical data. All the peak
wavelengths and their respective absorption coefficients were
added to the glass catalog in the ZEMAX software [18]. Solar
irradiance values for the above-mentioned 22 peak absorption
wavelengths were consulted from the standard solar spectra for
AM1.5 and saved as source wavelength data. During ray-tracing,
the activemediumwas divided into a total of 18,000 zones. The path
length in each zone was found. With this value and the effective
absorption coefficient, the absorbed powerwithin the lasermedium
was calculated by summing up the absorbed pump radiation of all
zones. The absorbed pump flux data from the ZEMAX� numerical
analysis was then processed by LASCAD software to study the laser
beam parameters of the Nd:YAG single-crystal rod.

3.2. Extracting the maximum TEM00-mode solar laser power by
LASCAD� code

In LASCAD� analysis, the optical resonator as given in Fig. 4 was
comprised of two opposing parallel mirrors at right angles to the
axis of the active medium. One end mirror R1 was high-reflection
coated with 99.8% reflectivity (HR1064 nm). The other output mir-
ror R2 was partial reflection coated (PR1064 nm). The amount of
feedback was determined by the reflectivity of the PR mirror. The
asymmetric optical resonator was already found to be a good con-
figuration for achieving fundamental mode laser operation [17,20],
as shown in Fig. 4. The absorbed pump-flux data from the ZEMAX�

Fig. 3. Design of twisted light guide solar-pumped Nd:YAG laser head.
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Table 2
Orientation error dependent transfer efficiency of the twisted light-guide and TEM00-mode laser power.

Input/output 
face area

Distribution of pump light at different section along the light-guide / Transfer efficiency

%
Distribution
of absorbed 
pump power 
along the rod 

3D TEM00-mode laser
beam profile and

laser power
Detector 1 
input face 

Detector2   
0.12 L

Detector3 
0.2 L

Detector 4 
0.37 L

Detector5 
0.54 L

Detector6 
0.75 L

Detec-
tor7 

0.87L 

Detec-
tor 8 

output 
face

without  
tracking error

113.6 W 

83.4W

73.4

41.7W  2.64 W

With 
tracking 
error  

ΔX
 = 2.55 m

m 113.6 W

83.8W 

73.7

39.9 W 2.70 W 

ΔY
= 2.55 m

m 113.6 W 

83.8W 

73.7

41.3 W
2.67 W

ΔX
 = ΔY

 = 2.55 m
m

113.6 W

83.3W 

73.3

39.7 W 2.57 W 

Output end 38.6 mm × 8.3 mmInput face            
19.4 mm × 16.6 mm

Length of light-guide L = 119.3 mm

R. Bouadjemine et al. / Optics and Laser Technology 97 (2017) 1–11 7



analysis in Section 3.1 was processed by LASCAD� software. By
considering 3.88% diffraction loss calculated from the LASCAD�
analysis, 2.6 W TEM00-mode solar laser power was numerically
attained. The resonant cavity with �5 m RoC end mirror R1

(HR 99.8%) positioned at L1 = 518.3 mm, another �5 m RoC output
mirror R2 (with 94% reflectivity) positioned at L2 = 60 mm, and total
resonant cavity length LT = L1 + L2 + Lrod = 628.3 mm extracted the
maximum TEM00-mode laser power from the 3 mm diameter,
50 mm length rod.

The numerically calculated 2D and 3D TEM00-mode laser beam
profiles on the output mirror of the asymmetric laser resonator
with RoC = �5 m without tracking error is given in Fig. 5. Using
LASCAD� analysis, 2.64 W TEM00-mode continuous-wave laser
power was achieved, as indicated in Table 2. The numerical simu-
lation of laser beam pattern with orientation error was slightly
shifted from the center, as shown in Table. 2. 2.7 W TEM00 mode
continuous-wave laser power was obtained for the 2.55 mm shift
in X-axis. Also, 2.67 W continuous-wave TEM00-mode laser power
was obtained for the 2.55 mm shift in Y-axis. For orientation errors
in both X and Y-axes, the worst TEM00-mode laser power of 2.57W
was numerically obtained. 2% laser beam stability was therefore
calculated for 2.55 mm shift along either X or Y axis. For the worst
case, 5% beam stability was numerically calculated when there
were 2.55 mm shifts in both X and Y axis.

4. TEM00-mode continuous-wave solar laser oscillation
experiments

4.1. Production of both the twisted fused silica light-guide and the
solar laser head

Fused silica was an ideal optical material for solar laser pump-
ing since it was transparent over the Nd:YAG absorption spectrum.

It had a low coefficient of thermal expansion and it was resistant to
scratching and thermal shock. The twisted fused silica light-guide
with 19.4 mm � 16.6 mm input face, 119.3 mm length and
8.3 mm � 38.6 mm rectangular output face, as shown in Fig. 6d,
was produced directly from the fused silica slab of 99.999% optical
purity and 40 mm � 17 mm � 120 mm dimensions, as shown in
Fig. 6a. The production of the twisted light-guide was both time
consuming and delicate. The process was subdivided into three
steps. The fused silica slab in Fig. 6a was firstly sculpted by dia-
mond tools and ground into the shape of twisted light-guide, as
shown in Fig. 6b. Secondly, the twisted light-guide was then pol-
ished by coarse grinding paper, and finally to transparent surfaces,
as shown in both Fig. 6c and d, by fine polishing paper and suspen-
sion liquid.

After the successful production of the light-guide, another
important step was to manufacture the laser head according to
the final dimension of output end of the twisted light-guide, as
optimized by both ZEMAX� and LASCAD� analysis in the previous
section. All mechanicals pieces of laser head were designed with
Solid Works software, as shown in Fig. 7.

4.2. Experimental results of TEM00-mode solar laser oscillation

Based on the numerically optimized design parameters of the
solar laser system by both ZEMAX� and LASCAD� codes, the pro-
totype solar laser was built in Lisbon and tested in PROMES – CNRS
during July, 2016. The 3 mm diameter, 50 mm length thin Nd:YAG
rod was supplied by Altechna Co., Ltd. It had 1.1% Nd3+ concentra-
tion. Both ends of the rod were anti-reflection (AR) coated
(R < 0.2% @ 1064 nm). The resonator mechanics were designed to
allow the displacement of the HR mirror, while maintaining the
PR mirror at fixed L2 = 60 mm position, as shown in Fig. 2. Direct

Fig. 5. Numerically calculated 2D, and 3D TEM00-mode laser beam profiles on the output mirror of the asymmetric laser resonator without orientation error.

Fig. 4. Asymmetric laser resonant cavity for extracting the maximum TEM00-mode solar laser power.
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solar irradiance was measured simultaneously during laser exper-
iments with a Kipp & Zonen CH1 pyrheliometer on a Kipp & Zonen
AP solar tracker. It varied between 970 and 1000W/m2 during the
experiments. A CINOGY UV-NIR beam profiler – CinCam CMOS was
used for monitoring the laser beam profile.

To measure the beam diameters at 1/e2 width under high
1064 nm laser intensity, a PR1064 nm (95%), ROC =1 output mir-
ror was added before the CMOS detector, acting as an extra laser
beam attenuator to reduce the 1064 nm laser power to mW level
for the detector. Laser power was measured simultaneously with
a Thorlabs PM1100D power meter. The input solar power at the
focus was measured by a Molectron PowerMax 500D power meter.

To reduce the maximum input solar power at the focus, we
limited the input solar power at focus by masking the external
annular area of the 2.0 m diameter parabolic mirror so that only
its 1.4 m diameter central circular area was utilized. After
discounting the shading effects of the heliostat solar mirror, the

Fig. 6. Photos of different production steps of the fused silica twisted light-guide. (a) Fused silica slab. (b) Sculpturing the twisted light-guide from the slab. (c) Grinding and
polishing of the twisted light-guide. (d) Twisted fused silica light guide with final dimensions.

Fig. 7. 3D Design of laser head: (a) assembled view, (b) side view, (c) manufactured laser head in copper, laser cavity in aluminum, inner wall of reflector bonded with a
protected silver-coated aluminum and the thin laser rod.

Fig. 8. TEM00-mode continuous-wave 1064 nm solar laser power output versus
solar input power at the focus.
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shutter, the X-Y-Z axes positioning system, the multi-angle vise
and the 0.3 m diameter central opening on the parabolic mirror
and the solar laser head, 1.18 m2 effective solar energy collection
area was calculated. For 1000 W/m2 solar irradiance and 1.18 m2

effective collection areas, 600 W was measured at the focal spot
with the shutter totally opened. The asymmetric resonator with
RoC = �5 m PR (94%) output mirror R2 was fixed at L2 = 60 mm
and RoC =�5 m HRmirror R1 placed at L1 = 518.3 mm. Laser started
to oscillate at an input power of 276W, corresponding to approxi-
mately 46% of the total solar power of focal spot. The maximum
TEM00-mode continuous-wave 1064 nm laser power of 2.3 W was
measured, as shown in Fig. 8, corresponding to the collection effi-
ciency of 1.94W/m2. Since no aperture was used in the laser res-
onator besides the rod itself, oscillation of more than one mode
occurs at low output powers due to the relatively small overlap
between the fundamental mode volume and the pumped region.
With the increase of pump power and also diffraction loss, only
one mode of higher intensity become possible to oscillate. The pre-
vious TEM00-mode laser schemes demonstrated poor stability
[19,25]. The single light-guide/2D-CPC/V-shaped pump cavity [27]
offered better TEM00-mode laser beam stability than that with
single light-guide/2V-shaped pump cavity [20]. Our twisted light-
guide ensured more uniform pumping to the long and thin Nd:
YAG rod. This in turn, led to significantly reduced solar pumping
intensity, and consequently less heat load, less thermal stress and
working temperature, as compared to all the previous schemes
[19,20,25,27,28]. Strong thermal lensing effects, which affected lar-
gely the TEM00-mode laser power stability of previous solar lasers
were not observed in our measurement. Therefore, the present pro-
totype laser with twisted light-guide offered better output stability
of 1.6% during the laser operation, considerably than the previous
prototype TEM00-mode lasers with usually more than 10% laser
beam stability. In future, by improving polishing accuracy of the
dimension of the twisted light guide, enhanced TEM00-mode solar
laser efficiency and stability can hopefully be achieved.

The slight discrepancy in laser beam diameters at 1/e2 along X
and Y-axis in Fig. 9 could be justified by the slight pump profile
misalignment due to heliostat orientation error. Taking this factor
into account, Mx2 �My2 � 1.05 were considered as adequate mea-
sured values for quantifying the laser beam quality. Relatively good
solar laser beam figure of merit of 2.2 W was therefore calculated.

5. Conclusion

The twisted light-guide acted as a beam homogenizer by trans-
forming the Gaussian profile of the concentrated light spot at its

input end into a rectangular uniform pump light distribution at
its output end, suitable for pump light coupling to the entrance
aperture of the 2D-CPC/2V-shaped pump cavity, where the long
and thin Nd:YAG rod was efficiently pumped. The twisted fused
silica light-guide was firstly optimized by both ZEMAX� non-
sequential ray-tracing and LASCAD� laser cavity analysis, this
side-pumping solar laser with the twisted light-guide was firstly
built in Lisbon, and then tested in the PROMES – CNRS heliostat-
parabolic solar energy collection and concentration system. 2.3 W
continuous-wave TEM00 1064 nm laser power (M2 � 1.05) was
achieved, corresponding to 1.96 W/m2 collection efficiency and
2.2 W laser beam brightness figure of merit. Very good laser power
stability of 1.6% was achieved, significantly better than that of the
previous prototypes. By improving polishing accuracy of the
twisted light-guide dimensions, more uniform pump light absorp-
tion along the laser rod and consequently higher solar laser effi-
ciency and stability can be expected.
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a b s t r a c t

Holmium/Ytterbium co-doped fluorophosphate glasses with compositions (80-x-y) NaPO3-10SrF2-
10ZnF2- xHoF3- yYbF3 (x = 1 and y = 0.5, 1, 1.5 and 2 mol%) were prepared by melt-quenching technique.
The stability criteria indicate that these glasses exhibit a good resistance against devitrification. Densities
of glasses were determined and showed an almost linear variation with increase of YbF3 content.
Spectroscopic parameters of Ho3+ such as radiative transition probability, branching ratio, spectroscopic
quality factor, integrated emission cross section and radiative lifetime, were calculated on the basis of
Judd-Ofelt analysis. The results showed that these glasses could be proposed as suitable lasing materials.
� 2017 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Rare earth ions doped glasses have a potential application in
different fields as a solid state lasers, optical fiber amplifiers and
waveguide lasers. Rare earth ions are used as doping agents
because of their various transitions in the visible and infrared
regions and their insensitivity to the matrix in which are intro-
duced. Up to now, a variety of glassy materials such as silicate
(Bai et al., 2011), phosphate (Rivera-López et al., 2011; Hraiech
et al., 2013), fluoride (Mortier et al., 2007; Reichert et al., 2015),
chalcogenide (Li et al., 2016; Ari et al., 2017), tellurite (Meruva
et al., 2014; Costa et al., 2015; Sajna et al., 2016), germanate (Fan
et al., 2011, 2015) and halogeno-phosphates glasses (Babu and
Ratnakaram, 2016; Galleani et al., 2017) have been investigated
as host materials for rare earth ions in the aim to developing of
optical devices. Among different glassy host materials, halogeno-
phosphates glasses offer significant advantages. They are easily
prepared by introducing selected metal halides (fluoride in our

case) into polyphosphate glasses. These glasses exhibit low phonon
energy than that of phosphate glasses and a less complex fabrica-
tion route than that of fluoride glasses and can accept a high con-
centration of rare earth ions which can improve or induce new
optical properties (Poulain et al., 1992; Kenyon, 2002; Dwivedi
et al., 2010; Polishchuk et al., 2011; Galleani et al., 2017).

Solid state lasers operating at 2 lmwavelength has attracted so
much attention in recent years owing to their potential applica-
tions in several fields such as eye safe laser radars, remote sensing,
military, atmospheric pollution detection, medical surgery, etc
(Tian et al., 2010; Wu et al., 2012; Ryabochkina et al., 2017). Effi-
cient 2 lm emission required an appropriate rare earth ions and
host materials. 2 mm laser emission can be achieved in some rare
earth ions such as Ho3+ with the transition 5I7 ? 5I8 (Fan et al.,
2015) However, Ho3+ ions have no corresponding absorption
energy levels to be pumped directly by the commercial 800 nm
or 980 nm laser diode (LD). Thus, Co-doping with other rare earth
ions such as Tm3+ (Seshadri et al., 2014; Chen et al., 2016) and Yb3+

( _Zmojda et al., 2012; Pandey et al., 2016) ions can sensitize effi-
ciently Ho3+ to achieve 2 mm emission. Yb3+ is frequently chosen
as a sensitizer because this ion has a strong absorption band
around 980 nm, and the Yb3+: 2F5/2 level is close to the Ho3+: 5I6
level which can provide an efficient energy transfer from Yb3+ to
Ho3+ ions.

A several number of recent studies reporting the spectroscopic
properties of Ho3+ doped glasses and Ho3+ doped glasses sensitized
with either Tm3+,Yb3+ or Er3+ are available in the literature
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(Babu and Ratnakaram, 2016; Bai et al., 2011; Chen et al., 2016;
Gandhi et al., 2010; Hemming et al., 2014; Rai et al., 2003;
Satyanarayana et al., 2010). Furthermore, to our knowledge, there
are few number of investigations on Ho3+/Yb3+ co-doped fluo-
rophosphate glasses (Gámez et al., 2009; Tian et al., 2010; Wang
et al., 2011). In this work we report thermal and spectroscopic
studies of a new composition of fluorophosphate glasses co-
doped Ho3+/Yb3+ with doping concentration of Yb3+ varied from
0.5 mol% up to 2 mol% while the doping concentration of Ho3+ is
kept constant at 1 mol%.

2. Experimental

2.1. Glass preparation

Samples of fluorophosphate glasses with general formula (in
mol%): (80-x-y) NaPO3-10SrF2-10ZnF2- xHoF3- yYbF3 (x = 1 and
y = 0.5, 1, 1.5 and 2 mol%) were prepared using high-purity of
NaPO3, SrF2, ZnF2, HoF3 and YbF3 powder. The doping concentra-
tion of the rare earth was set at 1 mol% for Ho3+ ions and varying
from 0.5 to 2 mol% for Yb3+ ions. A stoichiometric mixture of the
starting materials (about 10 g) is placed in a platinum crucible
and melted at 900 �C for 15 min. The melts were cast on preheated
brass molds at a temperature 10 �C below the glass transition
temperature. Thermal annealing of the samples is performed for
several hours, in order to eliminate the internal stresses of
mechanical or thermal origins created during quenching, following
by a slow cooling to room temperature. After annealing, the glass
samples were cut and polished. The samples obtained after polish-
ing have parallel faces allowing the optical characterization. In the
other hand, some local defects, such as scratches and unevenness,
are difficult to avoid.

2.2. Measurements

The characteristic temperatures (temperature of glass transition
Tg and temperature of onset crystallization Tx) were determined by
differential scanning calorimetry (DSC) using DSC TA Instrument
with a programmed heating rate of 10 �C/min. The accuracy on
the temperature is about ±2 �C. Density was measured by Archime-
dean method with an accuracy of ±0.001. Refractive index was
measured by an Abbe refractometer with a mean error ±0.001.
Absorption spectra were recorded at room temperature using a
double beam spectrophotometer UV–Vis – Near IR CARY 5G brand
operating between 200 and 3000 nm with a spectral resolution of
0.1 nm.

3. Results

3.1. Glass samples

Fig. 1 shows all the samples: non-doped, doped with Ho3+ only
and co-doped H3+/Yb3+. Compositions of glass samples were
presented in Table 1.

3.2. Thermal properties, density and refractive index

Fig. 2 represents the DSC curves of the samples:j without any
doping ions (dash-dotted line), doped with Ho3+ only (dotted line)
and Ho3+/Yb3+ co-doped (with 1 mol%YbF3, solid line). Glass transi-
tion temperature Tg for NPSZ_HYy series still situated around
250 �C and the crystallization onset Tx around 450 �C.

The values of refractive index and the density of glass samples
were presented in Table 2. The results show a small almost linear
variation of refractive index and density with the variation of YbF3
content.

3.3. Absorption spectra and Judd-Ofelt analysis

The absorption spectra are shown in Fig. 3. We can count ten
absorption bands centered at 1957, 1155, 642, 538, 486, 472,
448, 418, 386 and 360 nm corresponding to the optical transitions
of the Ho3+ ion from its ground state 5I8 to the different excited
states: 5I7, 5I6, 5F5, 5F4, 5F3, (5F2, 3K8), 5G6, 5G5, 5G4 and 3H6 respec-
tively. We can also observe an absorption band at 980 nm corre-
spond to the transition 2F7/2 to 2F5/2 of the Yb3+ ion in the four
co-doped samples.

The different spectroscopic parameters of the trivalent rare-
earth ions in various hosts can be calculated by the application
of the theory proposed by Judd (Judd, 1962) and Ofelt (Ofelt,
1962). The detailed assumptions of the theory have been described
in original articles. A brief summary of the theory will present
below taking into account only the formulas necessary to deter-
mine the different spectroscopic parameters.

The intensities of intraconfigurational f-f transitions of trivalent
rare earths observed in the absorption spectra can be described by
the oscillator strengths fmes of each J ? J0 transition. The majority of
these transitions are induced electric dipole transitions, although a
few magnetic dipole transitions are also present. From the absorp-
tion spectra, we can calculate the oscillator strength fmes, which is
proportional to the band absorption intensity, from the value of the
absorption coefficient a(k) at a particular wavelength k according
to the formula:

f mes ¼
mc2

pe2N

Z
aðkÞdk
k2

ð1Þ

wherem is the electron mass, c is the celerity of the light in the vac-
uum and e is the electron charge.

On the other side, the oscillator strength can be given in term of
the electric dipole line strength Sed:

f cal ¼
8p2mc

3hð2J þ 1Þk
ðn2 þ 2Þ

9n
Sed ð2Þ

Sed ¼ e2
X

k¼2;4;6

Xk J0 UðkÞ
��� ���JD E��� ���2 ð3Þ

where Ok (k = 2, 4 and 6) are known as Judd-Ofelt parameters. These
parameters are dependent on both the chemical environment and
the lanthanide ion (de Sá et al., 2000). The factor (n2 + 2)/9n takes

Fig. 1. Fluorophosphates glass Samples.
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into account the fact that the rare earth ion is not in a vacuum, but
in a dielectric medium, n being the refractive index of this medium.
U(k) are the components of the reduced tensorial operator which are
independent of ligand field. The values of U(k) are usually considered
to be host invariant and they are tabulated (Carnall et al., 1968,
1965). h is the Planck’s constant and k is the average wavelength
of the transition.

The values of the Ok are empirically determined by comparing
the computed values starting from the formula (2) with the values
obtained from the absorption spectra at ambient temperature of
the oscillator strengths (formula (1)). If q is the number of the
absorption bands considered in experiments, the resolution of a
system of q equation to 3 unknown factors, by a least square
approximation, makes it possible to obtain the values of the
parameters Ok. These parameters are expressed in cm2. A measure
of the accuracy of the fit is given by the root mean square deviation
(RMS):

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

f cal � f mesð Þ2
q� 3

s
ð4Þ

The values of Judd-Ofelt parameters obtained are used to calcu-
late the line strength of the transitions between the initial state J
and the final state J0 using the Eq. (3). The probabilities of the radia-
tive transitions are given by the equation:

AradðJ; J0Þ ¼ 64p4

3hð2J þ 1Þk3
n n2 þ 2
� �2

9

" #
Sed ð5Þ

The branching ratios can be to obtain from the probabilities of
radiative transitions Arad by the equation:

b ¼ AradðJ; J0ÞP
J0AradðJ; J0Þ

ð6Þ

The radiative lifetime of the level J is given by:

srad ¼ 1P
J0AradðJ; J0Þ

ð7Þ

Fig. 3. Absorption spectra of NPZS_HY samples.

Table 1
Compositions of glass samples.

Name of the sample Glass compositions (mol%)

NaPO3 SrF2 ZnF2 HoF3 YbF3

NPZS 80 10 10 0 0
NPZS_H1 79 10 10 1 0
NPZS_HY0.5 79.5 10 10 1 0.5
NPZS_HY1 78 10 10 1 1
NPZS_HY1.5 77.5 10 10 1 1.5
NPZS_HY2 77 10 10 1 2

Fig. 2. DSC Curves of the non-doped, Ho3+ doped and Ho3+/Yb3+ co-doped glass
samples.

Table 2
Refractive index and density of glass samples.

Samples Refractive index
±0.001

Density (g/cm3)
±0.001

NPZS 1.494 2.772
NPZS_H1 1.495 2.803
NPZS_HY0.5 1.493 2.820
NPZS_HY1 1.494 2.859
NPZS_HY1.5 1.495 2.883
NPZS_HY2 1.496 2.904
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Another important term, integrated emission cross-section (in
m), which is particularly useful to determine the possibility of las-
ing in glass, is defined as:

R ¼ k2

8p cn2 AradðJ; J0Þ ð8Þ

When the value of the integrated emission cross-section is close
to or greater than �10�20 m, there is a possibility of lasing
(Watekar et al., 2008).

The results obtained from the Judd-Ofelt analysis are reported
in Tables 3–5.

4. Discussions

4.1. Thermal stability

Determination of glass transition temperature (Tg) and onset
crystallization (Tx) is interesting for many reasons: in practical
terms, Tg is a measure of approximate upper use temperature for

a given composition, and annealing of glass samples is carried
out somewhat below Tg. In addition, Tg is an important factor for
laser glass. It is reported that a glass with high Tg has a good ther-
mal stability to resist thermal damage at high pumping power (Xu
et al., 2011a,b). Tx defines a safe upper limit for processing the melt
if crystallization is to be avoided. From the DSC curves, one can
observe that there is no crystallization peak till T = 450 ± 2�C for
all samples, Tg is about 247 ± 2 �C and Tx is about 460 ± 2 �C for
the glass sample without any doping ions and for glasses contain-
ing HoF3 and YbF3, the vitreous transition still situated around 250
�C and crystallization onset around 450 �C. One can notice that the
glass transition temperature is shifted upwards high temperatures
and the onset crystallization is shifted downwards low tempera-
tures by addition of HoF3 and YbF3, results in agreement with
previous works (Imanieh et al., 2014). As the changes of Tg and
Tx is largely depending on the major mixing elements, because
the temperature is closely related to the bonding force among
the constituent elements, one can explain the shifting of Tg
and Tx by structure arrangement of glass due to participation of
Yb3+ and Ho3+ ions and enhanced glassy network structure

Table 3
Measured and calculated oscillator strength for Ho3+ ions in NPSZ_HY samples.

Transition:
5I8?

k(nm) Oscillator strength f (�10�6)

NPZS_H1 NPZS_HY0.5 NPZS_HY1 NPZS_HY1.5 NPZS_HY2

fmes fcal fmes fcal fmes fcal fmes fcal fmes fcal
5I7 1957 1.1951 1.30792 1.2529 1.5595 1.2983 1.5987 1.3064 1.8003 1.2161 1.4308
5I6 1155 0.5946 0.96128 0.6883 1.1498 0.6651 1.1765 0.6861 1.3338 0.6485 1.051
5F5 642 2.3739 2.57079 2.6415 3.0311 2.6752 3.1015 2.6738 3.3458 2.6391 2.8484
5F4 538 3.3668 2.79476 4.5804 3.3199 4.8053 3.4026 5.6358 3.7506 3.9579 3.0808
5F3 486 0.8187 1.04389 0.3176 1.2556 0.4405 1.2903 0.3395 1.4719 0.6037 1.1409
5F2, 3K8 474 0.5251 0.64620 0.6064 0.7773 0.1951 0.7987 0.3039 0.9112 0.4084 0.7063
5G6 448 12.4917 12.70179 13.331 13.625 12.587 12.869 13.473 13.743 13.006 13.292
5G5 418 2.3285 2.42021 2.5453 2.7951 2.5716 2.8468 2.5617 2.8813 2.5005 2.719
5G4 386 0.3533 0.32203 0.7069 0.3781 0.6512 0.3865 0.8467 0.4116 0.7537 0.3579
3H6 362 3.4714 2.37699 4.0711 2.5256 3.8578 2.3779 3.9563 2.5319 3.9731 2.484

RMS (�10�6) ±0.511 ±0.8946 ±0.9261 ±1.1160 ±0.7466

Table 4
Judd-Ofelt parameters (Xk �10�20cm2) of Ho3+ doped NPSZ_HY samples and other glasses.

Sample X2 X4 X6 X4/X6 Trend

NPZS_H1 (present work) 3.03 2.26 1.72 1.31 X2 >X4 >X6

NPZS_HY0.5 (present work) 3.13 2.62 2.07 1,26 X2 >X4 >X6

NPZS_HY1(present work) 2.83 2.66 2.12 1,25 X2 >X4 >X6

NPZS_HY1.5(present work) 3.09 2.69 2.42 1,11 X2 >X4 >X6

NPZS_HY2(present work) 3.07 2.54 1.88 1,35 X2 >X4 >X6

Halogeno-phosphate (Bentouila et al., 2013) 2.44 1.40 1.31 1.07 X2 >X4 >X6

Phosphate (Reisfeld and Hormadaly, 1976) 5.20 2.72 1.87 1.45 X2 >X4 >X6

Germanate (Fan et al., 2015) 4.70 1.63 0.81 2.01 X2 >X4 >X6

Fluoride (Florez et al., 2006) 1.56 3.72 2.86 1,30 X2 <X6 <X4

Tellurite (Rai et al., 2003) 4.98 0.99 2.96 0.33 X4 <X6 <X2

Table 5
Predicted radiative transition probability, integrated emission cross-section and radiative lifetimes for 5I7 ? 5I8 transition of Ho3+ ions in NPSZ_HY samples and other glasses.

Sample Arad(s) b(%) R (�10�20 m) srad (ms)

NPZS_H1 (present work) 57,357 1000 1519 17,435
NPZS_HY0.5 (present work) 68.47 100 1.56 14.60
NPZS_HY1 (present work) 70.21 100 1.60 14.24
NPZS_HY1.5 (present work) 79.25 100 1.80 12.61
NPZS_HY2 (present work) 63.00 100 1.43 15.87
Fluorophosphate (Tian et al., 2010) 73.55 100 – 13.60
Germanate (Fan et al., 2011) 97.84 100 – 10.22
Fluoride (Florez et al., 2006) 109.93 100 – 9.09
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(Chen et al., 2014). However, it has been observed that with high
concentration of rare-earth, the glass became impossible to pour
due to its high instability and during the pouring it could be crys-
tallize to become opaque (Dantelle et al., 2005). Thus, an optimiza-
tion of rare earth content is necessary to obtain a transparent glass.

The quantity DT = Tx � Tg, known as the supercooled liquid
region, defined as the temperature gap between Tg and Tx. It has
been used as a rough measure of the glass forming ability of a melt,
i.e., of resistance against crystallization during casting (Wang,
2008). Large DT means strong inhibition to processes of nucleation
and crystallization (Park et al., 2010; Xu et al., 2011a,b). For this
reason, it is frequently used as an assessment criterion to deter-
mine the stability of glass. To achieve a large working range during
operations such as fiber fabrication or the preparation of bulk glass
articles, it is desirable to have DT as large as possible. We find that
all glass samples have relatively a large value of DT (�200 �C) close
to the value obtained for fluorophosphate glasses (Tian et al., 2010;
Chen et al., 2014), which is significantly higher than that of other
kinds of rare earth doped fluorophosphate glasses such as Tm3+

(Liao et al., 2007). This result means that all our glass samples
are stable against crystallization.

From the analysis of DSC curve, we can conclude that thermal
properties of our glass samples are good for fiber drawing.

4.2. Absorption spectra and Judd-Ofelt analysis

Absorption spectra of the Ho3+ and Ho3+/Yb3+ co-doped glass
samples are shown in Fig. 3. The spectroscopic properties of our
glass samples were determined using the Judd-Ofelt model. The
f-f transitions are considered to be electric dipole in nature,
because the magnetic dipole oscillator strength (fmd) will be rela-
tively small (Sooraj Hussain et al., 2006). For that reason in the pre-
sent work, these magnetic dipole line strengths have not been
considered. Measured and calculated oscillator strength for Ho3+

ions in NPSZ_HY samples were presented in Table 3.The low RMS
values suggest the good agreement between calculated and exper-
imental oscillator strengths of Ho3+ ions in our glasses samples
which indicates the validity of the Judd-Ofelt model for predicting
the spectroscopic properties of Ho3+.

The Judd-Ofelt parameters Ok (k = 2, 4, 6) are mainly depend on
the host glass composition. These parameters can provide versatile
information regarding the rare earth in glass structure. Some
empirical correlations of the Judd-Ofelt parameters and the local
structure of the rare earth ions have been reported in literature
(Jacobs and Weber, 1976; Ebendorff-Heidepriem et al., 1998;
Malta and Carlos, 2003). Generally, O2 is an indicator of the cova-
lency of the rare earth-ligand bonds (short-range effect), and it is
hypersensitive to the compositional changes in the host materials.
O2 is also related with the symmetry of ligand field in the glass
host. According to previous studies (Ebendorff-Heidepriem and
Ehrt, 1999), O2 increase with the increasing of covalency and asym-
metry at the rare earth sites. The values for O4 and O6 provide some
information of the rigidity of the host materials (Wang, 2008). They
depend on bulk properties such as viscosity and dielectric constant
of the media (long-range effects). They are also affected by the
vibronic transitions of the rare earth ions bound to the ligand
atoms. In the present work, the Judd-Ofelt parametersXk are cal-
culated and compared with those of various Ho3+ doped glasses,
the results were presented in Table 4. One can observe, from the
values of O2 of our samples, that the covalent environment for
Ho3+ is slightly decreased with increasing of Yb3+ amount in
glasses. The observed O2 values of our samples are located between
the higher side to the values reported for ionic glasses (for fluoride
glasses, O2 � 2 � 10�20 cm2) and those of the covalent glasses (for
phosphates O2 � 5 � 10�20 cm2). Theoretically, the polarizability of
oxide ions is higher than that of fluorine ions, resulting in the

increasing covalence of the bonds between rare earth ions and sur-
rounding ligand from fluoride to phosphate glasses due to substi-
tution of fluorine ions by oxygen ions. As fluorophosphate glasses
has both O2� and F� ions, the value of O2 is larger than that of flu-
oride glass and smaller than that of phosphate glass (Tian et al.,
2010). However, the observed lower values of O2 parameter for
Ho3+/Yb3+ co-doped NPSZ_HY glasses compared by those of phos-
phate glasses indicates that the ligand asymmetry around the rare
earth ions in Ho3+/Yb3+ co-doped NPSZ_HY glasses is weaker than
those in phosphate glasses. Additionally, a larger modifier ion in
phosphate glass gives rise to a larger average between P-O-P chains
causing the increasing average Ho-O distance to increase. Such
increase in the bond lengths produces weaker local field near rare
earth ions and lead to lower value of O2 (Rao et al., 2012).

According to the theory of Jacobs andWeber (Jacobs andWeber,
1976), the rare earth emission intensity can be characterized
uniquely by X4 and X6 parameters. Thus, we used the so-called
spectroscopic quality factor (X4/X6). This factor is important in
predicting the behavior of various lasing transitions in a given
matrix. Based on this factor, it is found that the NPZS_HYy glasses
appear to be better optical glasses. Moreover, it is noticed that the
values of Judd-Ofelt parameters of our sample glasses follows the
trend X2 >X4 >X6 in consistent with that one observed for
halogeno-phosphate, phosphate and germanate glasses; neverthe-
less, it differs from those of fluoride and tellurite glasses.

Table 5 presents the predicted radiative transition probability
Ar, branching ratios b, integrated emission cross-section and radia-
tive lifetimes srad for 5I7 ? 5I8 transition of Ho3+ ions in NPSZ_HY
samples. The results show that the values Arad of the 5I7 level of
Ho3+ were 68.4, 70.2, 79.2 and 63.0 s�1, which are similar to the
value found for fluorophosphates glass and smaller than that of
germanate and fluoride glasses. It is reasonable to obtain such
result because the radiative transition probability is proportional
to n(n2 + 2)2/9 (Eq. (5) in Section 3.3) and the refractive index of
fluorophosphates glasses is usually less then germanate and fluo-
ride glasses. It is evident to find also that the radiative lifetimes
of the 5I7 level of Ho3+ for NPZS_HYy glasses are greater than those
of germanate and fluoride glasses. Further, the radiative lifetimes
values for Ho3+/Yb3+ co–doped NPZS_HYy glasses are found to be
smaller than that for individually Ho3+ doped NPZS_H1 glass. This
result, which may be explained by the crucial contribution of pho-
non subsystem, is in agreement with those found by Gandhi et al.
(2010) for the measured lifetime of blue, green and red transitions.

The values of the integrated emission cross-sections obtained
are greater than �10�20 m, which indicates a possibility of lasing
with these glasses. But it must be mentioned that lasing can be
specifically determined only if emission cross-section and fluores-
cence lifetime are taken into account.

5. Conclusions

A series of Ho3+/Yb3+ co-doped new fluorophosphate glasses
have been investigated and characterized. All the prepared
samples exhibit a high thermal stability against crystallization
compared with other kinds of rare earth doped fluorophosphate
glasses. From the absorption spectra, Judd-Ofelt parameters are
obtained and discussed. The spectroscopic properties of Ho3+ in
these glasses, such as radiative transition probabilities,
integrated emission cross-sections and radiative lifetimes, were
calculated and compared with other glasses. Spectroscopic quality
factor (X4/X6) and the integrated emission cross-section were
found greater than 1 and about 10�20 m respectively, which
indicates better properties of these glasses as lasing materials.
Ho3+/Yb3+ co–doped fluorophosphate glasses have predicted
radiative lifetimes smaller than that for individually Ho3+ doped
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fluorophosphate glass which may be explained by the crucial
contribution of phonon subsystem. Consequently, these results
indicate these glasses appear as a potential lasing materials and
offer prospects for photonics applications.
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Nickel oxide was deposited on highly cleaned glass substrates using spray pneumatic technique. The effect of 

precursor molarity on structural, optical and electrical properties has been studied. The XRD lines of the deposit-

ed NiO were enhanced with increasing precursor molarity due to the improvement of the films crystallinity. It 

was shown that the average of the crystalline size of the deposited thin films was calculated using Debye–

Scherer formula and found 46.62 for as-deposited sample and 119.89 nm for the annealed one. The optical prop-

erties have been discussed in this work. The absorbance (A), the transmittance (T) and the reflectance (R) were 

measured and calculated. Band gap energy is considered one of the most important optical parameter, therefore 

measured and found ranging ranging 3.64 for as-deposited sample and 2.98 eV for the annealed one. The NiO 

thin film reduces the light reflection for visible range light. The increase of the electrical conductivity to maxi-

mum value of 0.09241 (·cm)−1 can be explained by the increase in carrier concentration of the films. A good elec-

trical conductivity of the NiO thin film is obtained due to the electrically low sheet resistance. NiO can be applied 

in different electronic and optoelectronic applications due to its high band gap, high transparency and good elec-

trical conductivity. 
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1. INTRODUCTION 
 

Nickel oxide (NiO) is the most investigated metal 

oxide and it has attracted considerable attention be-

cause of its low cost material, and also for its applica-

tions in several fields such as a catalyst, transparent 

conducting oxide, photodetectors, electrochromic, gas 

sensors, photovoltaic devices, electrochemical superca-

pacitors, heat reflectors, photo-electrochemical cell, 

solar cells and many opto- electronic devices [1–11]. 

NiO is an IV group and it can be used as a transparent 

p-type semi-conductor layers, it has a band gap energy 

ranging from 3.45 eV to 3.85 eV [12]. Band gap energy 

is significant to adjust the energy level state of NiO.  

The reduction in particle size to nanometer scale re-

sults more interesting prosperities in compared with 

their bulk properties [13]. Therefore, there are several 

techniques have been used for synthesis and manipula-

tion of nanostructures NiO such as the thermal evapo-

ration, sputtering, pulse laser ablation, thermal de-

composition, electrochemical deposition and spray 

methods etc. Among of these techniques, spray has 

some advantages such as high purity of raw materials 

and a homogeneous solution hence easy control over 

the composition of the deposited films. 

In this work, a low cost spray pneumatic technique 

was used to prepare pure NiO nanoparticles thin films 

with 0.15 mol L – 1 precursor molarity. The structural 

properties of the produced nickel oxide thin films have 

been examined. The absorption, transmittance and 

reflectance spectra of the produced thin films for the 

NiO are also measured in range between 300-900 nm. 

Moreover, the optical band gap is determined as a func-

tion of the precursor concentrations. 

 

2. EXPERIMENTAL DETAILS  
 

2.1 Preparation of Samples 
 

NiO thin films were prepared onto a highly cleaned 

glass substrates using sol-gel spay pneumatic tech-

nique. Nickel nitrate was dissolved in 50 ml of water as 

a solvent and chloride acid was used as a stabilizer for 

the all samples in this work. The produced mixture was 

stirred at 60 °C for 2 h in order to obtain a clear and 

homogenous solution then the mixture was cooled down 

at room temperature and placed at dark environment 

for 48 h. The glass substrates were cleaned by deter-

gent and by alcohol mixed with deionized water. 

 

2.2 Deposition of Thin Films 
 

The coating was dropped into glass substrates at 

480 °C that sprayed during 2 min by pneumatic nebu-

lizer system which transforms the liquid to a stream 

formed with uniform and fine droplets, followed by the 

films dried on hot plate at 120 °C for 10 min in order to 

evaporate the solvent. 

 

2.3 Devices and Measurements 
 

The X-ray diffraction (XRD) spectra of the NiO were 

measured to verify the structure. (XRD) was measured 

by using BRUKER-AXS-8D diffractometer with Cu Kα 

radiation (  1.5406 Ǻ) operated at 40 KV and 40 mA 
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in the scanning range of (2) between 20° and 80°. The 

spectral dependence of the NiO transmittance (T) and 

the absorbance (A), on the wavelength ranging 300-

1100 nm are measured using an ultraviolet‒visible 

spectrophotometer (Perkin-Elmer Lambda 25). The 

reflectance (R) was calculated by the well-known equa-

tion as (T + R + A  1). Whereas the electrical conduc-

tivity of the films was measured in a coplanar structure 

of four golden stripes on the deposited film surface; the 

measurements were performed with Keithley model 

2400 low voltage source meter instrument. 

 

3. RESULTS AND DISCUSSIONS   
 

3.1 Structural Properties  
 

Fig. 1 shows the spectra of the grown NiO nanopar-

ticles with 2 XRD lines, showing the broadening of the 

peak which is a characteristic of the formation of nano-

particles. The X-ray diffraction was used in this work 

in order to understand the structure of the as-deposited 

and the annealed NiO thin. 
 

 
 

Fig. 1 – XRD patterns of the as-deposited and annealed NiO 

thin films 
 

The indexed peak (111) at 2  37.1° correspond to 

the cubic structure of NiO nanoparticles which are 

consistent with the JCPDS (No.47-1049). Fig. 1 shows 

that the diffraction intensity increased for annealed 

sample; it shows that the best crystalline quality of the 

film is achieved for this annealed sample. The crystal-

line size was calculated using the well-known Debye–

Scherrer for(1) 
 

 
0.9

cos
D

 
   

 

where  is the wavelength of the X-rays used 

(1.5406 Ǻ),  is the full width at half maximum 

(FWHM) and  is the diffraction angle.  

The increasing of the diffraction peaks may indicate 

to the resulted of the NiO in good crystallinity [15]. The 

crystalline size is found in the range of 46.62 nm for as- 

deposited sample and 119.89 nm for annealed one. The 

changing in the crystallites size leads to the changes in 

optical properties i.e. band gap energy increased with 

decreasing crystallites size as shown in Fig. 2. 

 

3.2 Optical Properties 
 

Fig. 2 shows the optical absorption spectra of NiO 

nanoparticles. The absorption spectra of as-deposited 

sample show that the absorption edge is slightly shift-

ed towards shorter wavelength when compared to the 

annealed one. The absorption edge of annealed sample 

is shifted to longer wave-lengths. This shift predicts 

that there is a decrease in band gap value 

(Eg  2.98 eV), which is due to an enlargement in parti-

cle size (D  119.89 nm). The fundamental absorption, 

which corresponds to the electron transition from the 

valance band to the conduction band, can be used to 

determine the nature and value of the optical band gap. 

The optical absorption study was used to determine the 

optical band gap of the nanoparticles, which is the most 

familiar and simplest method.  
 

 
 

Fig. 2 – Absorbance spectra of the as-deposited and annealed 

NiO thin films
0.9

cos
D

 
  

 

The absorption coefficient () and the incident pho-

ton energy (h) are related by the expression [16]:  
 

    
n

gh C h E     (2) 

 

where  is the absorption coefficient, C is a constant, 

h is the photon energy,  is the frequency of the inci-

dent radiation, h is the Planck's constant, exponent n is 

0.5 for direct band allowed transition 

(h  1239/(nm)(eV)) and Eg the band gap energy of 

the semiconductor.  

As it was shown in Fig. 3a typical variation of 

(h)2 as a function of photon energy (h) of NiO nano-

particles Eq. (2), used for deducing optical band gap Eg. 

The optical band gap values have been determined by 

extrapolating the linear portion of the curve to meet 

the energy axis (h) [17]. The band gap values were 

given in Table 1. 

For a transmittance study (Fig. 4), the as-deposed 

NiO showed high transmittance, averaged in the wave-

length () of 300-900 nm. Suppression of light reflection 

at a surface is an important factor to absorb more pho-

tons in semiconductor materials. 

The reflectance profiles of NiO coated as deposited 

and annealed are shown in Fig. 5. The averaged reflec-

tance values were significantly lower than 0.203 %. 

Moreover, NiO coating drives a substantially sup-

pressed reflectance under 0.20 % in 400 nm    900 

nm. This notifies that the NiO coating is an efficient 

design scheme to intro-duce the incident light into 

substrate. 
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3.3 Electrical Properties 
 

The elecrtical properties of the NiO films are 

summarized in Table. 1. The as-deposited films have 

good conductivity 0.04125 (·cm) – 1, after annealing 

the conductivity increase at 0.09241 (·cm) – 1. The 

increase 
 

Table 1 – Structural, optical and electrical parameters of  

as-deposited and annealed NiO thin film 
 

Sample Crystallite 

size (nm) 

Band gap 

energy (eV) 

Conductivity 

(Ω cm)−1 

    

As-deposed 46.62 3.64 0.04125     

Annealed 119.89 2.98 0.09241     

 

.  
 

Fig. 3 – Transmission spectra of the as-deposited and 

annealed NiO thin films 
 

 
 

Fig. 4 – Reflectance profiles of the as-deposited and annealed 

NiO thin films 
 

of the electrical comductivity can be explained by the 

increase in the carrier concentration. Patil et. al. [18] 

have reported that the increase of the electrical 

conductivity is due to the increase in activation energy. 

This was explained by the crystal structure of the film 

which is increased, leading to a reduced concentration 

of structural defects such as dislocations and grain 

boundaries. Thus, the decrease of the concentration of 

crystal defects leads in the increase of free carrier 

concentration. The improvement of crystal quality 

reduces the carrier scattering from structural defects, 

leading to higher mobility. 
 

4. CONCLUSION  
 

The spray pneumatic technique has been successfully 

employed to deposit NiO thin films with 0.15 mol·L-1 

concentration precursor on glass substrates. The films 

showed cubic crystal structure with preferential orienta-

tion according to the direction (111). It has found that 

the crystallite size increase from 46.62 nm for the as-

deposited sample to 119.89 nm for the annealed one. We 

have observed an improvement in the films crystallinity 

for the annealed sample where the peak at position 37.1° 

corresponding to the (111) plans is very sharp, the film 

obtained for the annealed sample has higher and sharp-

er diffraction peak indicating an improvement in peak 

intensity compared to the as-deposited film. The band 

gap value of NiO films decreased from 3.64 eV for the as-

deposited sample to 2.98 eV for the annealed one. The 

high transmittance, low reflectance under 0.20 %, wid-

ened band gap and good conductivity obtained for NiO 

thin films make them promising candidate for optoelec-

tronic devices as well as window layer in solar cell appli-

cations. 
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Nickel-iron oxide was deposited on highly cleaned glass substrates using spray pneumatic technique. 

The effect of iron percentage on structural, optical and electrical properties has been studied. The crystal-

line size of the deposited thin films was calculated using Debye-Scherer formula and found in the range be-

tween 8.8 and 27.6 nm. The optical properties have been discussed in this work. The absorbance (A), the 

transmittance (T) and the reflectance (R) were measured and calculated. Band gap energy is considered 

one of the most important optical parameter, therefore measured and found ranging between 3.81 and 

3.98 eV. The NiO:Fe thin film reduces the light reflection for visible range light. The increase of the electri-

cal conductivity to maximum value of 0.470 10 – 4 (Ω cm) – 1 for 6 % Fe can be explained by the increase in 

carrier concentration of the films. A good electrical conductivity of the NiO:Fe thin film is obtained due to 

the electrically low sheet resistance. NiO:Fe can be applied in different electronic and optoelectronic appli-

cations due to its high band gap, high transparency and good electrical conductivity. 
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1. INTRODUCTION 
 

Nickel oxide (NiO) is the most investigated metal ox-

ide and it has attracted considerable attention because 

of its low cost material, and also for its applications in 

several fields such as a catalyst, transparent conducting 

oxide, photodetectors, electrochromic, gas sensors, pho-

tovoltaic devices, electrochemical supercapacitors, heat 

reflectors, photo-electrochemical cell, solar cells and 

many opto- electronic devices [1-9]. NiO is an IV group 

and it can be used as a transparent p-type semiconduc-

tor layers, it has a band gap energy ranging from 

3.45 eV to 3.85 eV [10]. Band gap energy is significant 

to adjust the energy level state of NiO.  

Several techniques have been used for synthesis and 

manipulation of nanostructures NiO:Fe such as the 

thermal evaporation, sputtering, pulse laser ablation, 

thermal decomposition, electrochemical deposition and 

sol–gel methods etc. Among of these techniques, sol-gel 

has some advantages such as high purity of raw materi-

als and a homogeneous solution hence easy control over  

In this work, a low cost spray pneumatic technique 

was used to prepare pure NiO:Fe nanoparticles thin 

films with various iron percentages. The structural 

properties of the produced nickel oxide doped iron thin 

films have been examined. The absorption, transmit-

tance and reflectance spectra of the produced thin films 

for the NiO:Fe are also measured in range between 300-

1100 nm. Moreover, the optical band gap is determined 

as a function of the iron percentages. 

 

2. EXPERIMENTAL DETAILS  
 

2.1 Preparation of Samples 
 

NiO:Fe thin films were prepared onto a highly 

cleaned glass substrates using spay pneumatic tech-

nique. Nickel nitrate was dissolved in 50 ml of water as 

a solvent, iron nitrate was dissolved in 50 ml of water 

too and chloride acid was used as a stabilizer for the all 

samples in this work. The precursor molarity and iron 

nitrate concentration are 0.20 mol L – 1. The produced 

mixture was stirred at 60 °C for 2 h in order to obtain a 

clear and homogenous solution then the mixture was 

cooled down at room temperature and placed at dark 

environment for 48 h. The glass substrates were 

cleaned by detergent and by alcohol mixed with deion-

ized water. 

 

2.2 Deposition of Thin Films 
 

The coating was dropped into glass substrates at 

480 °C that sprayed during 2 min by pneumatic nebu-

lizer system which transforms the liquid to a stream 

formed with uniform and fine droplets.  

 

2.3 Devices and Measurements 
 

The X-ray diffraction (XRD) spectra of the NiO:Fe 

were measured to verify the structure. X-ray diffraction 

(XRD) was measured by using BRUKER-AXS-8D diffrac-
tometer with Cu Kα radiation (λ  1, 5406 Ǻ) operated at 

40 kV and 40 mA in the scanning range of (2θ) between 

20° and 80°. The spectral dependence of the NiO:Fe 

transmittance (T) and the absorbance (A), on the wave-

length ranging 300-1100 nm are measured using an ul-

traviolet-visible spectrophotometer (Perkin-Elmer Lamb-

da 25). The reflectance (R) was calculated by the well-

known equation as (T + R + A = 1). Whereas the electrical 

conductivity of the films was measured in a coplanar 

structure of four golden stripes on the deposited film sur-

face; the measurements were performed with Keithley 

model 2400 low voltage source meter instrument. 
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3. RESULTS AND DISCUSSIONS 
 

3.1 Structural Properties 
 

The X-ray diffraction was used in this work in order 

to understand the structure of the deposited NiO:Fe 

thin films with different iron percentages. XRD pat-

terns of all the deposited samples of Nickel-Iron Oxide 

thin films are shown in figure 1. From the figure, it can 

be noticed that all the patterns exhibit diffraction 

peaks around 2θ ~ 37, referred to (111) favorite direc-

tion which is in agreement with the Joint Committee of 

Powder Diffraction Standards (JCPDS) card number 

47-1049. The position of the peaks leads to the conclu-

sion that the films are, in nature, with a cubic crystal-

line structure, which is in agreement with other reports 

[11, 12]. 
 

 
 

Fig. 1 – XRD patterns of the deposited NiO:Fe thin films on 

glass substrate at different iron percentages 
 

The lattice constant a of Fe doped NiO thin films, is 

calculated using equation (1): 
 

 

 
( )

2 2 2
hkl

a
d

h k l


 
, (1) 

 

where (h, k, l) is the Miller indices of the planes and 

dhkl is the interplanar spacing. 

It can be observed that no peaks correspond to the 

Fe doping exist in the XRD patterns. In fact, doping 

with low concentration impurities does not result in the 

appearance of new XRD peaks, but instead leads to a 

shift in the lattice parameters of the host material. 

This shift may arise from the strain induced when the 

dopant is incorporated into the crystal lattice [13]. The 

strain ɛ values in the films were estimated from the 

observed shift, in the diffraction peak between their 

positions in the XRD spectra via the formula (2): 
 

 0

0

100
a a

a



   (2) 

 

where  is the mean strain in NiO:Fe thin films (Table 1), 

a is the lattice constant of NiO:Fe thin films and a0 the 

lattice constant of bulk (standard a0  0, 4177 nm). 

The crystalline size was calculated using Debye-

Scherer formula [14]: 

 
0.9

cos
D



 
  (3) 

 

where  is the full width at half maximum (FWHM) 

and θ is the diffraction angle.  

The crystallite size of the NiO:Fe thin films were 

calculated using the well-known Deby-Scherer’s formu-

la Eq. (3), the average of the NiO:Fe thin films ranging 

between 8.8 and 27.6 nm. The changing in the crystal-

lites size leads to the changes in optical properties. 

Fig. 2 shows the variation of the crystallite size and 

mean strain as a function of percentage of Fe. The crys-

tallite size increases when the stain decreases and 

inversely. 

The changing in the crystallites size leads to the 

changes in optical properties i.e. band gap energy in-

creases with decreasing crystallites size as shown in 

Fig. 3. 
 

 
 

Fig. 2 – The variation of crystallite size and mean strain of Fe 

doped NiO thin films as a function of the percentage of Fe 
 

 
 

Fig. 3 – The variation of crystallite size and band gap energy 

of NiO:Fe thin films as a function of the percentage of Fe 

 

3.2 Optical Properties  
 

Fig. 4 shows the optical absorption spectra of 

NiO:Fe nanoparticles. The absorption spectra of 6 % Fe 

show that the absorption edge is slightly shifted to-

wards shorter wavelength when compared to other 

absorption spectra. The absorption edge of a degenerate 

semiconductor is shifted to shorter wavelengths with 

increasing carrier concentration. This shift predicts 

that there is an increase in band gap value 

(Eg  3.965 eV). The fundamental absorption, which 

corresponds to the electron transition from the valance 

band to the conduction band, can be used to determine 

the nature and value of the optical band gap. The optical 

absorption study was used to determine the optical band 

gap of the nanoparticles, which is the most familiar and 

simplest method. 
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Table 1 – Structural, optical and electrical parameters of NiO:Fe thin film at different iron percentages 
 

Percentage Fe (%) 
Crystallite size 

(nm) 

Strain  (%) 

 

Band gap ener-

gy (eV) 

Conductivity 

10 – 4 (Ω cm) – 1 

0 13.5 0.854 3.980 0.366 

3 8.8 1.304 3.970 0.295 

6 22.0 0.553 3.965 0.470 

9 27.6 0.452 3.960 0.303 

12 18.5 0.647 3.940 0.283 

15 27.6 0.450 3.810 0.279 
 

 
 

Fig. 4 – Absorbance spectra of NiO samples for different 

percentage of Fe 
 

The absorption coefficient () and the incident pho-

ton energy (hυ) are related by the expression 2 [12]: 
 

    
n

gh C h E     (2) 

 

where  is the absorption coefficient, C is a constant, hυ 

is the photon energy, υ is the frequency of the incident 

radiation, h is the Planck's constant, exponent n is 0.5 
for direct band allowed transition (hυ = 1239/λ(nm)  (eV))  

and Eg the band gap energy of the semiconductor.  
 

 
 

Fig. 5 – Plot of (hυ)2 versus incident photon energy (hυ) of 

NiO:Fe nanoparticles for different percentage of Fe  
 

As it was shown in (Fig. 5) a typical variation of 

(hυ)2 as a function of photon energy (hυ) of NiO:Fe 

nanoparticles Eq. (2), used for deducing optical band 

gap Eg, The optical band gap values have been deter-

mined by extrapolating the linear portion of the curve 

to meet the energy axis (hυ) [15]. The band gap values 

were given in Table 1. 
 

 
 

Fig. 6 – Transmission spectra of NiO:Fe samples for different 

percentage of Fe 
 

For a transmittance study (Fig. 6), the NiO:Fe layer 

showed very high transmittance of 80 % for 6 % iron con-
centration, averaged in the wavelength (λ) of 300-

1100 nm. Suppression of light reflection at a surface is an 

important factor to absorb more photons in semi-

conductor materials. We obtained the reflectance profiles 

of NiO:Fe coated (Fig. 7). The averaged reflectance values 

(300-1100 nm) were significantly lower than 20 %. Moreo-

ver, NiO:Fe coating drives a substantially suppressed 

reflectance under 20 % in 500 nm    1100 nm. This 

notifies that the NiO:Fe coating is an efficient design 

scheme to introduce the incident light into substrate. 
 

 
 

Fig. 7 – Reflectance profiles of NiO;Fe thin film for different 

percentage of Fe 

 

3.3 Electrical Properties 
 

The electrical properties of the NiO:Fe films are 

summarized in Table I. Fig. 8 shows the variation of the 

electrical conductivity σ of NiO:Fe thin films as a func-

tion as percentage of Fe. As can be seen, deposited films 

have good conductivity. The maximum recorded value 

was 0.470 10 – 4 (Ω cm) − 1 for the NiO:Fe thin film depos-

Wavelength (nm) 
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ited using 6 % iron concentration. The increase of the 

electrical conductivity can be explained by the increase 

in the carrier concentration. Patil et al. [16] have report-

ed that the increase of the electrical conductivity is due 

to the increase in activation energy with increasing film 

thickness. This was explained by difference in the exper-

imental conditions of spraying solution, spray rate and 

cooling of the substrates during decomposition. However, 

with 0.20 mol L – 1 precursor molarity, the crystal struc-

ture of the film is significantly improved and the grain 

size is increased, leading to a reduced concentration of 

structural defects such as dislocations and grain bound-

aries. Thus, the decrease of the concentration of crystal 

defects leads in the increase of free carrier concentra-

tion. The improvement of crystal quality reduces the 

carrier scattering from structural defects, leading to 

higher mobility.  
 

 
 

Fig. 8 – Variation of the electrical conductivity of NiO:Fe thin 

films as a function of the percentage of Fe 

 

4. CONCLUSION  
 

The spray pneumatic technique has been success-

fully employed to deposit NiO:Fe thin films with differ-

ent iron concentrations on glass substrates. All the 

films showed cubic crystal structure with preferential 

orientation according to the direction (111). The maxi-

mum crystallite size was found (27.06 nm). We have 

observed an improvement in the films crystallinity at 

0.10 mol L – 1 precursor molarity where the peak at 

position 37.1° corresponding to the (111) plans is very 

sharp, the film obtain at this concentration has higher 

and sharper diffraction peak indicating an improve-

ment in peak intensity compared to other films. The 

band gap value of NiO:Fe films was found from 

3.810 eV to 3.980 eV. The high transmittance (80 %), 

low reflectance under 20 %, widened band gap and good 

conductivity (0.470 10 – 4 (Ω cm) – 1) obtained for NiO:Fe 

thin films make them promising candidate for optoelec-

tronic devices as well as window layer in solar cell 

applications. 
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In the title compound, [Fe(C5H5)(C14H14NO)], the asymmetric unit comprises

two unique molecules. The two cyclopentadienyl (Cp) rings of each ferrocene

residue are nearly parallel to one another. In each substituted Cp ring, the CH2

group carries an N-phenylacetamide residue. In the crystal, C—H� � �O hydrogen

bonds stack molecules along a.

Structure description

Ferrocene and its derivatives are known to be of considerable interest, because of their

use in organic synthesis (Khand et al., 1989), catalysis (Szarka et al., 2004), materials

science (Uno & Dixneuf, 1998), asymmetric synthesis (Torres et al., 2002), medicinal

chemistry (Chavain et al., 2009) and electrochemistry (Ahmedi & Lanez, 2011; Khelef &

Lanez, 2015). As a continuation of our research related to ferrocene derivatives (Khelef

et al., 2012; Rahim et al., 2012), we report the synthesis and structural characterization of

the title compound.

The asymmetric unit of title compound comprises two crystallographically indepen-

dent molecules, A and B (Fig. 1). The two cyclopentadienyl (Cp) rings of each ferrocene

residue are nearly parallel to one another, the dihedral angle between the mean planes of

Cp1/Cp2 is 3.2 (2)� and Cp3/Cp4 is 2.6 (2)� (Cp1 = C1A–C5A, Cp2 = C6A–C10A, Cp2 =

C1B–C5B and Cp4 = C6B–C10B). The Cp rings are essentially parallel and the

Fe� � �centroid distances are 1.648 (3) (Cp1), 1.640 (3) (Cp2), 1.652 (3) (Cp3) and

1.645 (3) Å (Cp4). The [Cg1� � �Fe1� � �Cg2] angle is 178.16 (2)� and [Cg3� � �Fe2� � �Cg4]

angle is 179.21 (2)� [Cg1, Cg2, Cg3 and Cg4 are the centroids of the Cp1, Cp2, Cp3 and

Cp4 rings, respectively].

In each molecule one of the Cp rings is substituted by an amide group which is

essentially perpendicular to the substituted cyclopentadienyl ring [torsion angles C14A—

N1—C11A—C10A and C14B—N2—C11B—C10B are 93.3 (4) and �93.3 (4)�, respec-
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tively]. In the methanoyl group, the N and O atoms are

coplanar [the C11A—N1—C12A—O1 torsion angle is

�0.6 (5)� and the C11B—N2—C12B—O2 torsion angle is

�2.9 (6)�]. In the crystal, C—H� � �O hydrogen bonds, Table 1,

combine to stack the molecules along the a axis, Fig. 2.

Synthesis and crystallization

N-ferrocenylmethylaniline was obtained as described in the

literature (Osgerby & Pauson, 1961). To a 250 ml round-

bottom flask equipped with a reflux condenser and a magnetic

stirrer a suspension of N-ferrocenylmethylaniline (6 g,

20 mmol) in 50 ml of dry toluene was added under a nitrogen

atmosphere. The resulting suspension was heated at 50�C until

all the solid materials had dissolved completely. 50 ml of

anhydride acetic acid was then added and the resulting

mixture was vigorously stirred under reflux for 20 min. The

reaction mixture was then poured into water; the organic layer

was separated, washed twice with water, dried over MgSO4

and evaporated. The residue was recrystallized from a mixture

of ethanol–water to yield N-ferrocenymethyl-N-phenyl-

acetamide as orange needles (yield: 5.6 g, 81.5%; m.p. 116–

117�C). The compounds gave clean 1H and 13C NMR spectra

in CDCl3. NMR 1H (300 MHz, CDCl3) 1.75 (s, 3H, CH3), 4.03

(s, 4H, C5H4), 4.08 (s, 5H, C5H5), 4.61 (s, 2H, CH2), 6.99 (d, 2H,

ortho-C6H5), 7.28–7.35 (m, 3H, meta- and para-C6H5). NMR
13C (75 MHz, CDCl3) 22.83 (1C, CH3), 48.40 (1C, CH2), 68.13,

69.89 and 83.13 (5C, C5H4), 68.55 (5C, C5H5), 127.87, 128.55,

129.43, 142.84 (6C, C6H5), 169.74 (1C, CO).

Table 1
Hydrogen-bond geometry (Å, �).

D—H� � �A D—H H� � �A D� � �A D—H� � �A

C15A—H15A� � �O1i 0.93 2.56 3.456 (5) 162
C19B—H19B� � �O2ii 0.93 2.55 3.421 (5) 157
C15A—H15A� � �O1i 0.93 2.56 3.456 (5) 162
C19B—H19B� � �O2ii 0.93 2.55 3.421 (5) 157

Symmetry codes: (i) �x� 1;�yþ 2;�zþ 1; (ii) �x;�yþ 1;�zþ 2.

Figure 2
The crystal packing of the title compound, viewed along the b axis, with
hydrogen bonds drawn as dashed lines.

Table 2
Experimental details.

Crystal data
Chemical formula [Fe(C5H5)(C14H14NO)]
Mr 333.2
Crystal system, space group Triclinic, P1
Temperature (K) 298
a, b, c (Å) 7.344 (1), 14.831 (1), 15.267 (1)
�, �, � (�) 79.094 (10), 79.627 (10),

87.508 (10)
V (Å3) 1606.1 (3)
Z 4
Radiation type Mo K�
� (mm�1) 0.94
Crystal size (mm) 0.3 � 0.1 � 0.1

Data collection
Diffractometer Nonius KappaCCD
No. of measured, independent and

observed [I > 2�(I)] reflections
8635, 5157, 3765

Rint 0.039
(sin �/�)max (Å�1) 0.588

Refinement
R[F 2 > 2�(F 2)], wR(F 2), S 0.042, 0.115, 1.02
No. of reflections 5157
No. of parameters 398
H-atom treatment H-atom parameters constrained
�	max, �	min (e Å�3) 0.37, �0.28

Computer programs: COLLECT (Nonius, 1998), SIR92 (Altomare et al., 1993),
SHELXL2014 (Sheldrick, 2015), ORTEP-3 for Windows (Farrugia, 2012), Mercury
(Macrae et al., 2008), WinGX (Farrugia, 2012).

Figure 1
The molecular structure of the title compound, showing the atomic
numbering scheme and 50% probability displacement ellipsoids.
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Refinement

Crystal data, data collection and structure refinement details

are summarized in Table 2.
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full crystallographic data
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N-Ferrocenymethyl-N-phenylacetamide

Abdelhamid Khelef, Mohammed Sadok Mahboub and Touhami Lanez

N-Ferrocenymethyl-N-phenylacetamide 

Crystal data 

[Fe(C5H5)(C14H14NO)]
Mr = 333.2
Triclinic, P1
Hall symbol: -P 1
a = 7.344 (1) Å
b = 14.831 (1) Å
c = 15.267 (1) Å
α = 79.094 (10)°
β = 79.627 (10)°
γ = 87.508 (10)°
V = 1606.1 (3) Å3

Z = 4
F(000) = 696
Dx = 1.378 Mg m−3

Mo Kα radiation, λ = 0.71073 Å
Cell parameters from 5157 reflections
θ = 2.8–24.7°
µ = 0.94 mm−1

T = 298 K
Needle, orange
0.3 × 0.1 × 0.1 mm

Data collection 

Nonius KappaCCD 
diffractometer

Radiation source: fine-focus sealed tube
CCD scans
8635 measured reflections
5157 independent reflections

3765 reflections with I > 2σ(I)
Rint = 0.039
θmax = 24.7°, θmin = 2.8°
h = −8→8
k = −17→17
l = −15→17

Refinement 

Refinement on F2

Least-squares matrix: full
R[F2 > 2σ(F2)] = 0.042
wR(F2) = 0.115
S = 1.02
5157 reflections
398 parameters
0 restraints
0 constraints

Hydrogen site location: inferred from 
neighbouring sites

H-atom parameters constrained
w = 1/[σ2(Fo

2) + (0.0489P)2 + 0.6059P] 
where P = (Fo

2 + 2Fc
2)/3

(Δ/σ)max = 0.001
Δρmax = 0.37 e Å−3

Δρmin = −0.28 e Å−3

Extinction correction: SHELXL2014 (Sheldrick, 
2015), Fc*=kFc[1+0.001xFc2λ3/sin(2θ)]-1/4

Extinction coefficient: 0.0049 (12)

Special details 

Geometry. All e.s.d.'s (except the e.s.d. in the dihedral angle between two l.s. planes) are estimated using the full 
covariance matrix. The cell e.s.d.'s are taken into account individually in the estimation of e.s.d.'s in distances, angles and 
torsion angles; correlations between e.s.d.'s in cell parameters are only used when they are defined by crystal symmetry. 
An approximate (isotropic) treatment of cell e.s.d.'s is used for estimating e.s.d.'s involving l.s. planes.
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Fractional atomic coordinates and isotropic or equivalent isotropic displacement parameters (Å2) 

x y z Uiso*/Ueq

Fe2 0.46219 (6) 0.43859 (3) 0.69245 (3) 0.04595 (17)
Fe1 0.06009 (6) 0.92687 (3) 0.17945 (3) 0.04206 (17)
O1 −0.5391 (4) 0.9627 (2) 0.3939 (2) 0.0854 (10)
C14A −0.2433 (5) 0.8074 (2) 0.5143 (2) 0.0462 (8)
N2 0.1143 (4) 0.6002 (2) 0.8775 (2) 0.0570 (8)
C10B 0.2785 (5) 0.5231 (2) 0.7548 (2) 0.0473 (8)
N1 −0.3111 (4) 0.8744 (2) 0.44649 (18) 0.0524 (7)
O2 −0.1384 (5) 0.5145 (2) 0.8928 (2) 0.0918 (10)
C3A 0.2181 (5) 0.9949 (3) 0.0637 (3) 0.0555 (9)
H3A 0.2196 0.9852 0.0051 0.067*
C10A −0.1303 (4) 0.8808 (2) 0.2910 (2) 0.0445 (8)
C7A −0.1331 (5) 0.8472 (3) 0.1509 (3) 0.0578 (10)
H7A −0.1637 0.8476 0.0943 0.069*
C1B 0.7309 (6) 0.4029 (3) 0.6688 (5) 0.0860 (16)
H1B 0.8239 0.4413 0.6337 0.103*
C14B 0.2045 (5) 0.6821 (2) 0.8845 (2) 0.0510 (9)
C11A −0.1712 (6) 0.9246 (3) 0.3737 (2) 0.0610 (10)
H11A −0.0575 0.9277 0.3969 0.073*
H11B −0.215 0.987 0.3565 0.073*
C5A 0.2862 (6) 0.9844 (3) 0.2041 (3) 0.0702 (12)
H5A 0.3401 0.9666 0.2554 0.084*
C9B 0.1873 (5) 0.4692 (3) 0.7081 (3) 0.0560 (10)
H10B 0.0918 0.4282 0.7341 0.067*
C6B 0.4137 (5) 0.5750 (2) 0.6887 (3) 0.0600 (10)
H8B 0.4938 0.6167 0.7 0.072*
C8B 0.2676 (6) 0.4892 (3) 0.6154 (3) 0.0670 (12)
H6B 0.2336 0.4638 0.5695 0.08*
C15B 0.2566 (6) 0.7485 (3) 0.8087 (3) 0.0630 (10)
H15B 0.2272 0.7424 0.7534 0.076*
C19A −0.1770 (6) 0.7239 (3) 0.4957 (3) 0.0623 (10)
H19A −0.1825 0.7092 0.4397 0.075*
C16A −0.1674 (7) 0.7642 (3) 0.6620 (3) 0.0860 (15)
H16A −0.1669 0.7775 0.7191 0.103*
C15A −0.2392 (6) 0.8279 (3) 0.5980 (3) 0.0701 (12)
H15A −0.2843 0.8842 0.6116 0.084*
C11B 0.2372 (6) 0.5234 (3) 0.8542 (3) 0.0638 (10)
H11C 0.1794 0.4658 0.8854 0.077*
H11D 0.3526 0.5274 0.8757 0.077*
C19B 0.2455 (5) 0.6916 (3) 0.9662 (3) 0.0593 (10)
H19B 0.2109 0.6467 1.0174 0.071*
C16B 0.3528 (6) 0.8243 (3) 0.8152 (3) 0.0693 (12)
H16B 0.3899 0.8686 0.7639 0.083*
C7B 0.4077 (6) 0.5539 (3) 0.6044 (3) 0.0683 (12)
H7B 0.4833 0.5783 0.5502 0.082*
C17B 0.3936 (5) 0.8344 (3) 0.8966 (3) 0.0687 (11)
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H17B 0.458 0.8855 0.901 0.082*
C13B −0.1921 (6) 0.6659 (3) 0.9251 (3) 0.0840 (14)
H13D −0.1149 0.7167 0.9247 0.126*
H13E −0.2758 0.6843 0.8833 0.126*
H13F −0.2614 0.6468 0.985 0.126*
C18B 0.3386 (6) 0.7683 (3) 0.9719 (3) 0.0715 (12)
H18B 0.3646 0.7755 1.0276 0.086*
C18A −0.1024 (6) 0.6619 (3) 0.5591 (3) 0.0678 (11)
H18A −0.0554 0.606 0.5452 0.081*
C12B −0.0721 (6) 0.5868 (3) 0.8974 (3) 0.0661 (11)
C13A −0.6325 (5) 0.8459 (3) 0.5234 (3) 0.0755 (12)
H13A −0.5703 0.7993 0.5603 0.113*
H13B −0.6982 0.8867 0.5602 0.113*
H13C −0.7184 0.8176 0.4966 0.113*
C5B 0.6691 (9) 0.3963 (4) 0.7606 (5) 0.108 (2)
H5B 0.7128 0.4286 0.7991 0.13*
C12A −0.4920 (6) 0.8994 (3) 0.4496 (3) 0.0603 (10)
C3B 0.5097 (7) 0.3011 (3) 0.7083 (5) 0.0904 (17)
H3B 0.4254 0.2576 0.7046 0.108*
C17A −0.0971 (6) 0.6820 (3) 0.6423 (3) 0.0712 (12)
H17A −0.0463 0.6403 0.6851 0.085*
C2B 0.6325 (7) 0.3434 (4) 0.6386 (4) 0.0820 (14)
H2B 0.6478 0.3336 0.5793 0.098*
C4B 0.5260 (8) 0.3308 (5) 0.7846 (4) 0.104 (2)
H4B 0.4566 0.3118 0.842 0.125*
C6A −0.2156 (4) 0.9027 (2) 0.2139 (2) 0.0473 (8)
H6A −0.3095 0.946 0.2058 0.057*
C9A 0.0048 (5) 0.8118 (2) 0.2743 (3) 0.0565 (10)
H9A 0.0823 0.7844 0.3139 0.068*
C2A 0.1019 (5) 1.0569 (3) 0.1067 (3) 0.0598 (10)
H2A 0.0129 1.0951 0.0821 0.072*
C8A 0.0022 (6) 0.7917 (3) 0.1888 (3) 0.0643 (11)
H8A 0.0774 0.7489 0.1617 0.077*
C4A 0.3312 (5) 0.9501 (3) 0.1231 (3) 0.0606 (10)
H4A 0.4205 0.9056 0.1111 0.073*
C1A 0.1441 (6) 1.0510 (3) 0.1936 (3) 0.0699 (12)
H1A 0.0884 1.0849 0.2368 0.084*

Atomic displacement parameters (Å2) 

U11 U22 U33 U12 U13 U23

Fe2 0.0372 (3) 0.0402 (3) 0.0616 (3) 0.0043 (2) −0.0144 (2) −0.0080 (2)
Fe1 0.0369 (3) 0.0396 (3) 0.0473 (3) −0.00241 (19) −0.0069 (2) −0.0021 (2)
O1 0.109 (2) 0.079 (2) 0.0712 (19) 0.0397 (18) −0.0356 (17) −0.0112 (17)
C14A 0.0495 (19) 0.043 (2) 0.0428 (19) 0.0045 (15) −0.0064 (14) −0.0025 (16)
N2 0.071 (2) 0.0462 (18) 0.0552 (19) 0.0011 (15) −0.0074 (15) −0.0164 (15)
C10B 0.047 (2) 0.041 (2) 0.058 (2) 0.0054 (15) −0.0164 (16) −0.0133 (17)
N1 0.0625 (19) 0.0486 (18) 0.0406 (16) 0.0073 (14) −0.0026 (13) −0.0021 (14)
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O2 0.107 (3) 0.076 (2) 0.091 (2) −0.0400 (19) −0.0019 (18) −0.0184 (18)
C3A 0.053 (2) 0.058 (2) 0.055 (2) −0.0172 (18) −0.0041 (17) −0.0073 (19)
C10A 0.0441 (19) 0.0402 (19) 0.0457 (19) −0.0021 (14) −0.0062 (14) −0.0005 (15)
C7A 0.063 (2) 0.058 (2) 0.049 (2) −0.0259 (19) −0.0017 (17) −0.0067 (19)
C1B 0.049 (3) 0.053 (3) 0.140 (5) 0.005 (2) −0.009 (3) 0.014 (3)
C14B 0.056 (2) 0.045 (2) 0.051 (2) 0.0004 (16) −0.0041 (16) −0.0131 (17)
C11A 0.077 (3) 0.051 (2) 0.051 (2) −0.0078 (19) −0.0100 (19) −0.0004 (18)
C5A 0.059 (3) 0.090 (3) 0.065 (3) −0.030 (2) −0.021 (2) −0.005 (2)
C9B 0.0389 (19) 0.056 (2) 0.078 (3) 0.0079 (16) −0.0175 (18) −0.021 (2)
C6B 0.053 (2) 0.040 (2) 0.084 (3) 0.0015 (16) −0.0076 (19) −0.009 (2)
C8B 0.069 (3) 0.079 (3) 0.064 (3) 0.036 (2) −0.031 (2) −0.032 (2)
C15B 0.081 (3) 0.052 (2) 0.052 (2) 0.002 (2) −0.0035 (19) −0.0068 (19)
C19A 0.087 (3) 0.048 (2) 0.050 (2) 0.006 (2) −0.0067 (19) −0.0074 (18)
C16A 0.139 (4) 0.065 (3) 0.070 (3) 0.020 (3) −0.061 (3) −0.017 (2)
C15A 0.101 (3) 0.050 (2) 0.066 (3) 0.019 (2) −0.031 (2) −0.019 (2)
C11B 0.086 (3) 0.047 (2) 0.062 (2) 0.008 (2) −0.022 (2) −0.0129 (19)
C19B 0.071 (3) 0.055 (2) 0.051 (2) −0.0111 (19) −0.0023 (18) −0.0106 (19)
C16B 0.081 (3) 0.048 (2) 0.068 (3) −0.001 (2) 0.010 (2) −0.004 (2)
C7B 0.071 (3) 0.061 (3) 0.062 (3) 0.026 (2) −0.001 (2) −0.002 (2)
C17B 0.061 (3) 0.056 (3) 0.087 (3) −0.0099 (19) 0.006 (2) −0.023 (2)
C13B 0.070 (3) 0.075 (3) 0.095 (4) −0.001 (2) 0.009 (2) −0.009 (3)
C18B 0.081 (3) 0.074 (3) 0.061 (3) −0.012 (2) −0.006 (2) −0.020 (2)
C18A 0.084 (3) 0.045 (2) 0.068 (3) 0.013 (2) −0.008 (2) −0.004 (2)
C12B 0.078 (3) 0.062 (3) 0.054 (2) −0.012 (2) 0.0000 (19) −0.007 (2)
C13A 0.057 (3) 0.089 (3) 0.079 (3) 0.010 (2) −0.006 (2) −0.021 (3)
C5B 0.113 (5) 0.096 (4) 0.160 (6) 0.060 (4) −0.102 (5) −0.075 (4)
C12A 0.078 (3) 0.056 (2) 0.051 (2) 0.019 (2) −0.0197 (19) −0.019 (2)
C3B 0.065 (3) 0.046 (3) 0.155 (6) 0.001 (2) −0.034 (3) 0.008 (3)
C17A 0.087 (3) 0.054 (3) 0.076 (3) 0.006 (2) −0.038 (2) 0.000 (2)
C2B 0.088 (4) 0.076 (3) 0.090 (4) 0.046 (3) −0.035 (3) −0.030 (3)
C4B 0.092 (4) 0.126 (5) 0.067 (3) 0.054 (4) −0.003 (3) 0.024 (3)
C6A 0.0379 (18) 0.048 (2) 0.051 (2) −0.0018 (15) −0.0074 (14) 0.0028 (17)
C9A 0.053 (2) 0.047 (2) 0.061 (2) 0.0054 (16) −0.0079 (17) 0.0093 (18)
C2A 0.058 (2) 0.045 (2) 0.070 (3) −0.0051 (17) −0.0093 (19) 0.0036 (19)
C8A 0.070 (3) 0.043 (2) 0.071 (3) −0.0047 (18) 0.013 (2) −0.011 (2)
C4A 0.038 (2) 0.059 (2) 0.080 (3) −0.0057 (16) −0.0078 (18) −0.003 (2)
C1A 0.071 (3) 0.061 (3) 0.075 (3) −0.027 (2) 0.011 (2) −0.021 (2)

Geometric parameters (Å, º) 

Fe2—C5B 2.006 (4) C5A—H5A 0.93
Fe2—C1B 2.008 (4) C9B—C8B 1.413 (5)
Fe2—C4B 2.019 (5) C9B—H10B 0.93
Fe2—C3B 2.030 (4) C6B—C7B 1.389 (6)
Fe2—C6B 2.031 (4) C6B—H8B 0.93
Fe2—C9B 2.031 (3) C8B—C7B 1.403 (6)
Fe2—C10B 2.034 (3) C8B—H6B 0.93
Fe2—C2B 2.037 (4) C15B—C16B 1.381 (6)
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Fe2—C7B 2.038 (4) C15B—H15B 0.93
Fe2—C8B 2.041 (4) C19A—C18A 1.376 (5)
Fe1—C9A 2.022 (3) C19A—H19A 0.93
Fe1—C5A 2.024 (4) C16A—C17A 1.368 (6)
Fe1—C10A 2.026 (3) C16A—C15A 1.385 (5)
Fe1—C1A 2.028 (4) C16A—H16A 0.93
Fe1—C6A 2.028 (3) C15A—H15A 0.93
Fe1—C4A 2.038 (3) C11B—H11C 0.97
Fe1—C8A 2.040 (4) C11B—H11D 0.97
Fe1—C2A 2.040 (4) C19B—C18B 1.377 (5)
Fe1—C7A 2.041 (4) C19B—H19B 0.93
Fe1—C3A 2.044 (4) C16B—C17B 1.366 (6)
O1—C12A 1.224 (4) C16B—H16B 0.93
C14A—C19A 1.372 (5) C7B—H7B 0.93
C14A—C15A 1.374 (5) C17B—C18B 1.373 (6)
C14A—N1 1.435 (4) C17B—H17B 0.93
N2—C12B 1.363 (5) C13B—C12B 1.515 (6)
N2—C14B 1.439 (4) C13B—H13D 0.96
N2—C11B 1.478 (4) C13B—H13E 0.96
C10B—C6B 1.417 (5) C13B—H13F 0.96
C10B—C9B 1.423 (5) C18B—H18B 0.93
C10B—C11B 1.495 (5) C18A—C17A 1.366 (6)
N1—C12A 1.359 (5) C18A—H18A 0.93
N1—C11A 1.478 (4) C13A—C12A 1.510 (5)
O2—C12B 1.216 (5) C13A—H13A 0.96
C3A—C4A 1.396 (5) C13A—H13B 0.96
C3A—C2A 1.402 (5) C13A—H13C 0.96
C3A—H3A 0.93 C5B—C4B 1.413 (8)
C10A—C6A 1.409 (5) C5B—H5B 0.93
C10A—C9A 1.420 (5) C3B—C2B 1.337 (7)
C10A—C11A 1.506 (5) C3B—C4B 1.347 (8)
C7A—C8A 1.398 (5) C3B—H3B 0.93
C7A—C6A 1.421 (5) C17A—H17A 0.93
C7A—H7A 0.93 C2B—H2B 0.93
C1B—C2B 1.357 (7) C4B—H4B 0.93
C1B—C5B 1.379 (8) C6A—H6A 0.93
C1B—H1B 0.93 C9A—C8A 1.397 (5)
C14B—C19B 1.369 (5) C9A—H9A 0.93
C14B—C15B 1.377 (5) C2A—C1A 1.401 (6)
C11A—H11A 0.97 C2A—H2A 0.93
C11A—H11B 0.97 C8A—H8A 0.93
C5A—C4A 1.406 (6) C4A—H4A 0.93
C5A—C1A 1.414 (6) C1A—H1A 0.93

C5B—Fe2—C1B 40.2 (2) C4A—C5A—H5A 126.2
C5B—Fe2—C4B 41.1 (2) C1A—C5A—H5A 126.2
C1B—Fe2—C4B 67.4 (2) Fe1—C5A—H5A 125.4
C5B—Fe2—C3B 66.6 (2) C8B—C9B—C10B 107.8 (4)
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C1B—Fe2—C3B 65.69 (19) C8B—C9B—Fe2 70.1 (2)
C4B—Fe2—C3B 38.9 (2) C10B—C9B—Fe2 69.58 (19)
C5B—Fe2—C6B 110.1 (2) C8B—C9B—H10B 126.1
C1B—Fe2—C6B 114.67 (18) C10B—C9B—H10B 126.1
C4B—Fe2—C6B 136.1 (3) Fe2—C9B—H10B 125.8
C3B—Fe2—C6B 174.9 (2) C7B—C6B—C10B 109.2 (4)
C5B—Fe2—C9B 143.4 (3) C7B—C6B—Fe2 70.3 (2)
C1B—Fe2—C9B 175.3 (2) C10B—C6B—Fe2 69.7 (2)
C4B—Fe2—C9B 113.4 (2) C7B—C6B—H8B 125.4
C3B—Fe2—C9B 111.81 (18) C10B—C6B—H8B 125.4
C6B—Fe2—C9B 68.21 (15) Fe2—C6B—H8B 126.2
C5B—Fe2—C10B 112.9 (2) C7B—C8B—C9B 108.2 (4)
C1B—Fe2—C10B 143.6 (2) C7B—C8B—Fe2 69.8 (2)
C4B—Fe2—C10B 109.84 (19) C9B—C8B—Fe2 69.3 (2)
C3B—Fe2—C10B 135.9 (2) C7B—C8B—H6B 125.9
C6B—Fe2—C10B 40.81 (14) C9B—C8B—H6B 125.9
C9B—Fe2—C10B 41.00 (13) Fe2—C8B—H6B 126.6
C5B—Fe2—C2B 66.5 (2) C14B—C15B—C16B 119.8 (4)
C1B—Fe2—C2B 39.2 (2) C14B—C15B—H15B 120.1
C4B—Fe2—C2B 65.7 (2) C16B—C15B—H15B 120.1
C3B—Fe2—C2B 38.4 (2) C14A—C19A—C18A 120.7 (4)
C6B—Fe2—C2B 144.9 (2) C14A—C19A—H19A 119.7
C9B—Fe2—C2B 136.39 (19) C18A—C19A—H19A 119.7
C10B—Fe2—C2B 174.3 (2) C17A—C16A—C15A 120.9 (4)
C5B—Fe2—C7B 135.2 (3) C17A—C16A—H16A 119.6
C1B—Fe2—C7B 111.34 (18) C15A—C16A—H16A 119.6
C4B—Fe2—C7B 175.5 (3) C14A—C15A—C16A 119.5 (4)
C3B—Fe2—C7B 145.2 (2) C14A—C15A—H15A 120.2
C6B—Fe2—C7B 39.93 (16) C16A—C15A—H15A 120.2
C9B—Fe2—C7B 68.19 (16) N2—C11B—C10B 113.1 (3)
C10B—Fe2—C7B 68.36 (15) N2—C11B—H11C 109
C2B—Fe2—C7B 116.37 (19) C10B—C11B—H11C 109
C5B—Fe2—C8B 175.0 (3) N2—C11B—H11D 109
C1B—Fe2—C8B 136.1 (2) C10B—C11B—H11D 109
C4B—Fe2—C8B 143.6 (3) H11C—C11B—H11D 107.8
C3B—Fe2—C8B 116.1 (2) C14B—C19B—C18B 119.3 (4)
C6B—Fe2—C8B 67.48 (17) C14B—C19B—H19B 120.3
C9B—Fe2—C8B 40.60 (15) C18B—C19B—H19B 120.3
C10B—Fe2—C8B 68.47 (14) C17B—C16B—C15B 120.3 (4)
C2B—Fe2—C8B 112.73 (17) C17B—C16B—H16B 119.8
C7B—Fe2—C8B 40.24 (17) C15B—C16B—H16B 119.8
C9A—Fe1—C5A 107.14 (17) C6B—C7B—C8B 108.2 (4)
C9A—Fe1—C10A 41.06 (13) C6B—C7B—Fe2 69.8 (2)
C5A—Fe1—C10A 114.86 (16) C8B—C7B—Fe2 70.0 (2)
C9A—Fe1—C1A 128.96 (18) C6B—C7B—H7B 125.9
C5A—Fe1—C1A 40.85 (17) C8B—C7B—H7B 125.9
C10A—Fe1—C1A 106.73 (15) Fe2—C7B—H7B 125.9
C9A—Fe1—C6A 68.28 (14) C16B—C17B—C18B 119.3 (4)
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C5A—Fe1—C6A 148.24 (17) C16B—C17B—H17B 120.3
C10A—Fe1—C6A 40.66 (13) C18B—C17B—H17B 120.3
C1A—Fe1—C6A 116.23 (16) C12B—C13B—H13D 109.5
C9A—Fe1—C4A 116.56 (15) C12B—C13B—H13E 109.5
C5A—Fe1—C4A 40.48 (16) H13D—C13B—H13E 109.5
C10A—Fe1—C4A 148.34 (15) C12B—C13B—H13F 109.5
C1A—Fe1—C4A 68.09 (16) H13D—C13B—H13F 109.5
C6A—Fe1—C4A 170.28 (15) H13E—C13B—H13F 109.5
C9A—Fe1—C8A 40.21 (15) C17B—C18B—C19B 121.0 (4)
C5A—Fe1—C8A 129.55 (19) C17B—C18B—H18B 119.5
C10A—Fe1—C8A 68.57 (14) C19B—C18B—H18B 119.5
C1A—Fe1—C8A 167.65 (19) C17A—C18A—C19A 120.2 (4)
C6A—Fe1—C8A 68.23 (15) C17A—C18A—H18A 119.9
C4A—Fe1—C8A 109.49 (16) C19A—C18A—H18A 119.9
C9A—Fe1—C2A 167.78 (16) O2—C12B—N2 121.2 (4)
C5A—Fe1—C2A 68.18 (17) O2—C12B—C13B 121.8 (4)
C10A—Fe1—C2A 129.41 (14) N2—C12B—C13B 117.1 (4)
C1A—Fe1—C2A 40.30 (16) C12A—C13A—H13A 109.5
C6A—Fe1—C2A 109.33 (15) C12A—C13A—H13B 109.5
C4A—Fe1—C2A 67.81 (15) H13A—C13A—H13B 109.5
C8A—Fe1—C2A 151.25 (17) C12A—C13A—H13C 109.5
C9A—Fe1—C7A 67.68 (16) H13A—C13A—H13C 109.5
C5A—Fe1—C7A 168.53 (18) H13B—C13A—H13C 109.5
C10A—Fe1—C7A 68.54 (14) C1B—C5B—C4B 106.4 (5)
C1A—Fe1—C7A 150.29 (18) C1B—C5B—Fe2 70.0 (3)
C6A—Fe1—C7A 40.89 (14) C4B—C5B—Fe2 69.9 (3)
C4A—Fe1—C7A 131.44 (16) C1B—C5B—H5B 126.8
C8A—Fe1—C7A 40.06 (16) C4B—C5B—H5B 126.8
C2A—Fe1—C7A 118.96 (16) Fe2—C5B—H5B 124.9
C9A—Fe1—C3A 149.96 (15) O1—C12A—N1 121.0 (4)
C5A—Fe1—C3A 67.63 (16) O1—C12A—C13A 121.3 (4)
C10A—Fe1—C3A 168.82 (14) N1—C12A—C13A 117.7 (3)
C1A—Fe1—C3A 67.51 (16) C2B—C3B—C4B 110.1 (5)
C6A—Fe1—C3A 132.00 (14) C2B—C3B—Fe2 71.1 (3)
C4A—Fe1—C3A 40.00 (14) C4B—C3B—Fe2 70.1 (3)
C8A—Fe1—C3A 119.04 (16) C2B—C3B—H3B 124.9
C2A—Fe1—C3A 40.14 (14) C4B—C3B—H3B 124.9
C7A—Fe1—C3A 111.33 (15) Fe2—C3B—H3B 125.4
C19A—C14A—C15A 119.4 (3) C18A—C17A—C16A 119.3 (4)
C19A—C14A—N1 120.8 (3) C18A—C17A—H17A 120.3
C15A—C14A—N1 119.8 (3) C16A—C17A—H17A 120.3
C12B—N2—C14B 124.7 (3) C3B—C2B—C1B 108.7 (5)
C12B—N2—C11B 118.9 (3) C3B—C2B—Fe2 70.5 (3)
C14B—N2—C11B 116.2 (3) C1B—C2B—Fe2 69.2 (3)
C6B—C10B—C9B 106.6 (3) C3B—C2B—H2B 125.6
C6B—C10B—C11B 127.5 (3) C1B—C2B—H2B 125.6
C9B—C10B—C11B 125.8 (3) Fe2—C2B—H2B 126.2
C6B—C10B—Fe2 69.5 (2) C3B—C4B—C5B 106.7 (5)
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C9B—C10B—Fe2 69.42 (19) C3B—C4B—Fe2 71.0 (3)
C11B—C10B—Fe2 125.9 (2) C5B—C4B—Fe2 68.9 (3)
C12A—N1—C14A 124.2 (3) C3B—C4B—H4B 126.6
C12A—N1—C11A 118.7 (3) C5B—C4B—H4B 126.6
C14A—N1—C11A 116.9 (3) Fe2—C4B—H4B 125
C4A—C3A—C2A 108.8 (4) C10A—C6A—C7A 108.0 (3)
C4A—C3A—Fe1 69.8 (2) C10A—C6A—Fe1 69.60 (19)
C2A—C3A—Fe1 69.8 (2) C7A—C6A—Fe1 70.0 (2)
C4A—C3A—H3A 125.6 C10A—C6A—H6A 126
C2A—C3A—H3A 125.6 C7A—C6A—H6A 126
Fe1—C3A—H3A 126.4 Fe1—C6A—H6A 126
C6A—C10A—C9A 107.0 (3) C8A—C9A—C10A 108.8 (3)
C6A—C10A—C11A 126.2 (3) C8A—C9A—Fe1 70.6 (2)
C9A—C10A—C11A 126.8 (3) C10A—C9A—Fe1 69.61 (19)
C6A—C10A—Fe1 69.74 (18) C8A—C9A—H9A 125.6
C9A—C10A—Fe1 69.32 (19) C10A—C9A—H9A 125.6
C11A—C10A—Fe1 124.6 (2) Fe1—C9A—H9A 125.8
C8A—C7A—C6A 108.1 (3) C1A—C2A—C3A 107.6 (3)
C8A—C7A—Fe1 70.0 (2) C1A—C2A—Fe1 69.4 (2)
C6A—C7A—Fe1 69.1 (2) C3A—C2A—Fe1 70.0 (2)
C8A—C7A—H7A 126 C1A—C2A—H2A 126.2
C6A—C7A—H7A 126 C3A—C2A—H2A 126.2
Fe1—C7A—H7A 126.6 Fe1—C2A—H2A 126
C2B—C1B—C5B 108.1 (5) C9A—C8A—C7A 108.1 (3)
C2B—C1B—Fe2 71.6 (3) C9A—C8A—Fe1 69.2 (2)
C5B—C1B—Fe2 69.8 (3) C7A—C8A—Fe1 70.0 (2)
C2B—C1B—H1B 126 C9A—C8A—H8A 125.9
C5B—C1B—H1B 126 C7A—C8A—H8A 125.9
Fe2—C1B—H1B 124.3 Fe1—C8A—H8A 126.5
C19B—C14B—C15B 120.2 (4) C3A—C4A—C5A 107.8 (4)
C19B—C14B—N2 119.4 (3) C3A—C4A—Fe1 70.2 (2)
C15B—C14B—N2 120.3 (3) C5A—C4A—Fe1 69.2 (2)
N1—C11A—C10A 113.1 (3) C3A—C4A—H4A 126.1
N1—C11A—H11A 109 C5A—C4A—H4A 126.1
C10A—C11A—H11A 109 Fe1—C4A—H4A 126.1
N1—C11A—H11B 109 C2A—C1A—C5A 108.0 (4)
C10A—C11A—H11B 109 C2A—C1A—Fe1 70.3 (2)
H11A—C11A—H11B 107.8 C5A—C1A—Fe1 69.4 (2)
C4A—C5A—C1A 107.7 (4) C2A—C1A—H1A 126
C4A—C5A—Fe1 70.3 (2) C5A—C1A—H1A 126
C1A—C5A—Fe1 69.7 (2) Fe1—C1A—H1A 125.8

C19A—C14A—N1—C12A 110.5 (4) C2B—C1B—C5B—C4B −0.8 (5)
C15A—C14A—N1—C12A −71.6 (5) Fe2—C1B—C5B—C4B 60.8 (3)
C19A—C14A—N1—C11A −75.3 (4) C2B—C1B—C5B—Fe2 −61.7 (3)
C15A—C14A—N1—C11A 102.6 (4) C14A—N1—C12A—O1 173.5 (3)
C12B—N2—C14B—C19B 84.9 (5) C11A—N1—C12A—O1 −0.6 (5)
C11B—N2—C14B—C19B −89.9 (4) C14A—N1—C12A—C13A −7.0 (5)
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C12B—N2—C14B—C15B −98.1 (4) C11A—N1—C12A—C13A 178.9 (3)
C11B—N2—C14B—C15B 87.2 (4) C19A—C18A—C17A—C16A 0.3 (7)
C12A—N1—C11A—C10A −92.1 (4) C15A—C16A—C17A—C18A −1.6 (8)
C14A—N1—C11A—C10A 93.3 (4) C4B—C3B—C2B—C1B −0.6 (5)
C6A—C10A—C11A—N1 93.3 (4) Fe2—C3B—C2B—C1B 58.9 (3)
C9A—C10A—C11A—N1 −88.7 (4) C4B—C3B—C2B—Fe2 −59.5 (3)
Fe1—C10A—C11A—N1 −177.6 (2) C5B—C1B—C2B—C3B 0.9 (5)
C6B—C10B—C9B—C8B 0.0 (4) Fe2—C1B—C2B—C3B −59.7 (3)
C11B—C10B—C9B—C8B −180.0 (3) C5B—C1B—C2B—Fe2 60.6 (3)
Fe2—C10B—C9B—C8B −59.9 (2) C2B—C3B—C4B—C5B 0.1 (5)
C6B—C10B—C9B—Fe2 59.8 (2) Fe2—C3B—C4B—C5B −60.0 (3)
C11B—C10B—C9B—Fe2 −120.1 (3) C2B—C3B—C4B—Fe2 60.1 (3)
C9B—C10B—C6B—C7B −0.4 (4) C1B—C5B—C4B—C3B 0.5 (5)
C11B—C10B—C6B—C7B 179.6 (3) Fe2—C5B—C4B—C3B 61.3 (3)
Fe2—C10B—C6B—C7B 59.4 (3) C1B—C5B—C4B—Fe2 −60.8 (3)
C9B—C10B—C6B—Fe2 −59.8 (2) C9A—C10A—C6A—C7A 0.1 (4)
C11B—C10B—C6B—Fe2 120.2 (3) C11A—C10A—C6A—C7A 178.4 (3)
C10B—C9B—C8B—C7B 0.4 (4) Fe1—C10A—C6A—C7A 59.7 (2)
Fe2—C9B—C8B—C7B −59.1 (3) C9A—C10A—C6A—Fe1 −59.6 (2)
C10B—C9B—C8B—Fe2 59.6 (2) C11A—C10A—C6A—Fe1 118.7 (3)
C19B—C14B—C15B—C16B 0.9 (6) C8A—C7A—C6A—C10A −0.1 (4)
N2—C14B—C15B—C16B −176.2 (4) Fe1—C7A—C6A—C10A −59.4 (2)
C15A—C14A—C19A—C18A −1.7 (6) C8A—C7A—C6A—Fe1 59.3 (2)
N1—C14A—C19A—C18A 176.3 (4) C6A—C10A—C9A—C8A 0.0 (4)
C19A—C14A—C15A—C16A 0.3 (7) C11A—C10A—C9A—C8A −178.3 (3)
N1—C14A—C15A—C16A −177.7 (4) Fe1—C10A—C9A—C8A −59.9 (3)
C17A—C16A—C15A—C14A 1.3 (8) C6A—C10A—C9A—Fe1 59.9 (2)
C12B—N2—C11B—C10B 91.5 (4) C11A—C10A—C9A—Fe1 −118.4 (3)
C14B—N2—C11B—C10B −93.3 (4) C4A—C3A—C2A—C1A 0.4 (4)
C6B—C10B—C11B—N2 82.3 (5) Fe1—C3A—C2A—C1A 59.4 (2)
C9B—C10B—C11B—N2 −97.7 (4) C4A—C3A—C2A—Fe1 −59.1 (2)
Fe2—C10B—C11B—N2 173.0 (2) C10A—C9A—C8A—C7A −0.1 (4)
C15B—C14B—C19B—C18B 0.3 (6) Fe1—C9A—C8A—C7A −59.4 (3)
N2—C14B—C19B—C18B 177.3 (4) C10A—C9A—C8A—Fe1 59.3 (2)
C14B—C15B—C16B—C17B −1.1 (6) C6A—C7A—C8A—C9A 0.1 (4)
C10B—C6B—C7B—C8B 0.7 (4) Fe1—C7A—C8A—C9A 58.9 (3)
Fe2—C6B—C7B—C8B 59.7 (3) C6A—C7A—C8A—Fe1 −58.8 (2)
C10B—C6B—C7B—Fe2 −59.0 (2) C2A—C3A—C4A—C5A −0.2 (4)
C9B—C8B—C7B—C6B −0.7 (4) Fe1—C3A—C4A—C5A −59.2 (3)
Fe2—C8B—C7B—C6B −59.5 (3) C2A—C3A—C4A—Fe1 59.1 (2)
C9B—C8B—C7B—Fe2 58.9 (3) C1A—C5A—C4A—C3A −0.1 (4)
C15B—C16B—C17B—C18B 0.2 (6) Fe1—C5A—C4A—C3A 59.8 (3)
C16B—C17B—C18B—C19B 0.9 (7) C1A—C5A—C4A—Fe1 −59.9 (3)
C14B—C19B—C18B—C17B −1.2 (6) C3A—C2A—C1A—C5A −0.4 (4)
C14A—C19A—C18A—C17A 1.4 (7) Fe1—C2A—C1A—C5A 59.4 (3)
C14B—N2—C12B—O2 −177.5 (4) C3A—C2A—C1A—Fe1 −59.8 (2)
C11B—N2—C12B—O2 −2.9 (6) C4A—C5A—C1A—C2A 0.3 (4)
C14B—N2—C12B—C13B 2.5 (6) Fe1—C5A—C1A—C2A −60.0 (3)
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C11B—N2—C12B—C13B 177.2 (3) C4A—C5A—C1A—Fe1 60.3 (3)

Hydrogen-bond geometry (Å, º) 

D—H···A D—H H···A D···A D—H···A

C15A—H15A···O1i 0.93 2.56 3.456 (5) 162
C19B—H19B···O2ii 0.93 2.55 3.421 (5) 157
C15A—H15A···O1i 0.93 2.56 3.456 (5) 162
C19B—H19B···O2ii 0.93 2.55 3.421 (5) 157

Symmetry codes: (i) −x−1, −y+2, −z+1; (ii) −x, −y+1, −z+2.

View publication statsView publication stats
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Abstract
This paper investigates the chemical and crystal structural properties of sand dunes of El-Oued region from the northeast Sahara
of Algeria. By using of Fourier-transform infrared (FT-IR) spectroscopy, X-ray fluorescence (XRF) and X-ray diffraction (XRD)
we show that El-Oued sand dunes are composed mainly of 97.6% α-quartz (SiO2) and 0.56% calcite (CaCO3). Very low
concentrations of some oxides as Al2O3, Fe2O3, MgO and trace elements impurities were also found. The calculated crystallinity
index CI = 0.975 confirm the highly crystalline nature of quartz. From the X-ray diffraction data, structural parameters of quartz
and calcite minerals were determined. Quartz grains were found to have a hexagonal crystal structure with lattice parameters of
a = b = 4.907 Å and c = 5.401 Å and calcite grains have a trigonal crystal structure with a = b = 4.977 Å and c = 17.04 Å. The
calculated lattice parameters were similar to those of standard references. The crystallite sizes of quartz and calcite were estimated
to be nanometric.

Keywords Sand dunes . Quartz . Calcite . X-rays diffraction . Fourier-transform infrared . Structural parameters

1 Introduction

In recent years, the interest in raw materials has increased
due to their physico-chemical properties and also their
availability. Sand of particular interest; it is widely used in
industry and nanotechnology [1]. The sand in its raw state is
used in various fields: as building materials, thermal energy
reservoir medium, water filtering material and in bricks and
ceramic manufacture [2–4]. Sand is defined as loose gran-
ular material derived from weathering and natural disinte-
gration of rocks and other materials on the earth’s surface
and has grains ranging from 0.0625 to 2 mm in diameter [5].
The compositions and texture of sand grains are controlled
by the chemical and physical processes such as wind action,
fluvial and marine processes, weathering, precipitation, and
air temperature [6]. The sand can acquire various colors
ranging from light red to black due to the presence of certain

chemical compounds [7]. Although the components of sand
grains depend on the local rock sources and conditions, the
main mineral constituents of sand are quartz (SiO2), feld-
spar (KAlSi3O8, NaAlSi3O8, CaAl2Si2O8) and carbonates.
In addition, it contains considerable concentrations of alu-
minum oxide (Al2O3) and iron oxide (Fe2O3), as well as
small amounts of heavy materials [8, 9]. Furthermore, sand
represents the most promising resource of quartz (silicon
dioxide) material compared to crystalline hard rocks.
Today, high-purity quartz has become a vital mineral, with
its particular physicochemical properties being employed in
a wide range of nanotechnologies such as glass fabrication,
optics and microelectronics, semiconductors and telecom-
munications [10–12]. Also, quartz contains Silicon (Si),
which can be exploited in various fields, including medi-
cine, sensor and biosensing, photonics, microelectronics,
energy technologies and solar silicon applications
[13–16]. Extracting quartz from sand or extracting silicon
from quartz and determining its suitability for different in-
dustrial applications require knowledge of the physical and
chemical properties of the quartz. Several investigations
have been undertaken on sand dunes from different regions
of the world. Howari et al. [17] have studied the geomor-
phology and mineralogy of different dune types in the east
Abu Dhabi using Landsat 7 ETM+ data sets. Trabelsia et al.
[18] identified the physicochemical proprieties of Douiret
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sand in order to promoted the production of silica gel. Elipe
and Lopez-Querol [19] characterized and improved aeolian
sand for its potential use in construction. However, the
existance of impurities on Tihimatine Quartz, Algeria has
been characterized [20]. Also, some researchers have eval-
uated the quartz sand occurrences of the Santa Maria Eterna
formation, in northeastern Brazil, as a potential source of
raw material for silica glass production [21]. Bennefi et al.
[22] investigated the morphology, mineralogy, geochemis-
try, and provenance of sand dunes in Saudi Arabia. Adnani
et al. [23] have studied the color differences of sand dunes
and then investigated sand’s origin and transport pathways.
The heat effect on the composition of dunes sand of Ouargla
region (Algeria) using XRD and FTIR has been studied
[24]. Recently, a study has characterized the desert sand of
the United Arab Emirates which will be used as a thermal
energy storage medium in particle solar receiver technology
[25] and other researchers carried out a mineralogical anal-
ysis of sand roses and sand dunes samples from two differ-
ent regions of South Algeria [26].

Several studies have characterized the Algerian sand dunes,
but a very limited number thereof addressed the microscopic
and crystallographic properties of sand dune minerals.

Algerian Sahara has enormous quantities of sand dunes
(about a quarter of its total area). Moreover, it has very large
sunny areas making it a potential reservoir of solar energy.

The El-Oued region is situated in the northeast Sahara
of Algeria and is entirely covered by sand dunes.
However, quartz in its sand dunes, which has a great eco-
nomic importance, has not been characterized up to now.
We assume that a good knowledge of the physico-
chemical properties of El-Oued sand and its components
can contribute to exploiting this natural resource, in par-
ticular for the production of solar energy.

The aim of this study is to identify the minerals of El-
Oued sand dunes, assess the presence of pure quartz in the
sand dunes of this region and determine some crystal
structural properties of sand components, by using nonde-
structive instrumentation such as Fourier-transform infra-
red spectroscopy (FT-IR), X-ray fluorescence (XRF) and
X-ray diffraction (XRD).

2 Materials and Methods

2.1 Geology Setting

El Oued region is located in northeast of Algeria Sahara has
border with Tunisia from the east (Fig. 1). Its geographical
coordinates are: latitude of 33°27′20″ North, longitude of
7°11′ 0″ East. This region is very sunny and its southern half
is covered by the Grand Erg Oriental, a vast region of unin-
terrupted sand dunes, and the rest is a mixture of sandy desert
with scarce vegetation, scattered oases, and salt lakes. In order
to ensure the quality of the results, samples were collected
from unmodified pristine dunes and away from engineering

Fig. 1 Map of Algeria (http://
www.primap.com/wsen/Maps/
MapCollection/NationalMaps/
Algeria-Satellite-4000x3816.
html) showing El-Oued region
location and the dune from which
the analyzed samples are taken

Fig. 2 Micrograph of the El-Oued sand dunes
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construction areas. About seventy-five samples were collected
from dunes located at the south of El Oued (33°8′54′′ north,
6°5′ 37.7 ′′ east). Samples were picked up from different faces
of the dune, from the top to bottom and at different depths. To
homogenize the sampling protocol, equal weights well-mixed
samples were obtained.

2.2 Sample Preparation

As a first preparation step before XRD, XRF and FT-IR anal-
ysis, the sand was crushed by using a glass mortar. Before FT-
IR analysis, 2 mg of the crushed sand were mixed carefully
with 198 mg of dry potassium bromide (KBr). The mixture
was then compressed to form a pellet of 13 mm diameter and
1 mm thickness. A Shimadzu FTIR-8300 machine running
under the spectral range (400–4000 cm−1) was used to identify
the constituent bonds of the sand samples. For X-ray fluores-
cence measurements, the crushed sample was compressed un-
der high pressure for few minutes to form a measurable pellet.
A Philips MagiX Pro-XRF instrument was used to carry out
the measurements. To determine the crystallographic parame-
ters of the sand samples we used X-rays powder diffraction by
an AXRD Benchtop Powder Diffractometer. At room temper-
ature, the diffractometer worked with a wavelength λCuKα1 =
1.54 A° under a voltage of 30 KeV and a current intensity of
20 mA. The data sets were collected from the scans with 2θ
running from 20° to 80°.

3 Results and Discussion

Our sand sample has a beige color and its grains have
shapes ranging from round to elongate to irregular as
shown in the optical microscope image (Fig. 2). Some
physicochemical properties of examined sand are present-
ed in the Table 1. The low porosity of 34.09% confirms
that the El-Oued sand belongs to the fine class. The alka-
line nature of the sample (pH > 7) suggests the accessibil-
ity of exchangeable cations as Ca2+, Mg2+, K+, Na+ and a
high content of carbonate ions in sand. Also, the high
value of the conductivity and the total dissolved solids
(TDS) strongly depend on the presence of dissolved salt
(e.g. NaCl, Na2SO4, MgSO4, ....) in the sand [27].

3.1 Analysis by Fourier-Transform Infrared(FTIR)

The infrared absorption spectrum of the El-Oued sand dune
samples is illustrated in Fig. 3. From the FT-IR spectrum we
can identify the main component of our samples. Table 2 sum-
marizes the functional groups found in the sand. In the range
of the high wavenumbers we see a high intensity absorption
band at 3429 cm−1 which is due to stretching vibrations of
hydroxyl groups (OH) [28, 29], a less intense band has been
observed at 1616 cm−1, which is due to the twisting of H-O-H
[30]. Also, three absorption bands have been observed at
wavenumbers of 2511 cm−1, which are due to (CO3)

−2

Table 1 Physicochemical
properties of the El-Oued sand
sample

Bulk density (g/ml) pH Porosity (%) Conductivity (μS/cm) TDS (mg/l)

Sand sample 1.6 9.3 34.09 130.1 59
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Fig. 3 FTIR absorption spectrum
of El-Oued sand dunes
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asymmetrical and symmetrical stretching mode vibrations [8].
The 1427 cm−1 wavenumber feature is due to doubly degen-
erate asymmetric stretching mode vibration, and the 876 cm−1

one corresponds to the C=O stretching mode vibration [8].
These bands confirm the presence of calcite in our samples
[31, 32]. A sharp absorption band at 1080 cm−1 has been
observed and seems to fit with symmetrical stretching of Si–
O–Si bond [33]. In the spectrum range of 1080–400 cm−1 a
strong band has been observed. Symmetrical bands at 795 and
779 cm−1 have been observed and correspond to Si-O sym-
metrical bending vibration. These peaks confirm the presence
of quartz [33]. In addition, we observed other bands at 694 and
459 cm−1 which coincide with Si–O–Si symmetrical and
asymmetrical bending, respectively. The presence of Si-O
and O-Si-O vibrations in our sample again confirm the pres-
ence of quartz. The 694 cm−1 band indicates that the quartz in
our samples is crystalline [34]. Thus, FT-IR absorption spec-
trum exhibits only an absorption band characterizing quartz
(SiO2) and calcite (CaCO3) compounds in our sand samples.

We notice that the quartz of the El-Oued sand samples does
not contain other impurities suggesting a high degree of purity
for this sand quartz. In contrast, Beddiaf et al. [28] and
Maazouzi et al. [35] found that the Western Erg sand
and the Ouargla sand in the Algerian Sahara have a con-
siderable amount of Al2O3 and Fe2O3. The presence of
the double absorption at 795 and 779 cm−1 is an indicator
of the presence of the quartz in α-phase [36, 37]. The
crystallinity index (CI) of quartz in our sample is calcu-
lated by measuring the ratio between the absorbance of
the bands 795 and 779 cm−1 (A795/A779), where the ab-
sorbance Aα at wavenumber α is defined as [38]:

Aα ¼ −log Tα ð1Þ

where Tα is the transmittance at wavenumber α.
We found that the degree of crystallinity of sand quartz is

equal to 0.975. Since the crystallinity index is inversely propor-
tional to crystallinity of materials [39, 40], the calculated ratio

Table 2 The main bands of IR
absorption and associated bond
vibration of El-Oued sand

Band (cm−1) Bond (Vibration mode) Compound

3429 H-O-H (stretching vibration) Water

2924 C-H (stretching vibration) Organic Carbon

2855 C-H (stretching vibration) Organic Carbon

2511 (CO3)
−2 (asymmetrical stretch and symmetrical stretching) Calcite

1875 Quartz

1798 (CO3)
−2 (plane bending and symmetrical stretching combination mode) Calcite

1616 H–OH (stretching) Water

1427 (CO3)
−2 (asymmetrical stretching) Calcite

1080 Si–O–Si (symmetrical stretching) Quartz

876 (CO3)
−2 (out-of-plane bending) Calcite

779 Si–O (symmetrical stretching) Quartz

694 Si–O–Si (symmetrical bending) Quartz

459 Si–O–Si (asymmetrical bending) Quartz

Table 3 Chemical analysis of El-
Oued sand dunes sample by X-
ray fluorescence

The concentrations in (%) of oxides The concentrations in (ppm) of trace elements

SiO2 97.63 Cl 425

MgO 0.613 Zn 44.0

CaO 0.564 Ba 21.0

Na2O 0.542 Sr 6.00

Al2O3 0.327 Nb 5.00

CO2 0.105 Bi 5.00

K2O 0.0677 Ge 3.00

Fe2O3 0.042

SO3 0.037

P2O5 0.0138

TiO2 0.0053

MnO 0.0021
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indicates that El-Oued sand quartz has a highly crystalline
nature.

3.2 Chemical Analysis by X-Ray Fluorescence (XRF)

The chemical compositions of El-Oued sand dunes obtained by
XRF measurements are summarized in Table 3. We show that

our sample has a high concentration (97.63%) of silica, low
concentration of calcium oxide (0.56%) and very low percentage
of aluminum oxide and iron oxide. A small amounts of MgO
(0.61%) and Na2O (0.54%) have been noticed. Also, very low
levels for others oxides were found in the sand dunes sample.
Furthermore, as shown in Table 3, the El-Oued sand contain
insignificant amount of other trace elements, such as bromine
(Br), germanium (Ge), bismuth (Bi), niobium (Nb), strontium
(Sr), zinc (Zn), barium (Ba) and chlorine (Cl). These results
confirm that El-Oued sand dunes consist mainly of quartz with
minor calcite and very low quantities of Fe2O3, Al2O3, Na2O,
SO3, MgO and TiO2. The very low concentrations of these ox-
ides suggest the purity of the El-Oued sand quartz. The light
color of the sample results from the concentrations relatively
considerable of magnesium (Mg) and sulfur (S) in the El-Oued
sand dunes [34]. Aswell as the presence ofMg,Ca andK cations
contributed to increase the pH and the conductivity of sand.

3.3 Analysis by X-Ray Diffraction (XRD)

The XRD pattern of the sand samples is shown in Fig. 4. As is
evident, the diffraction peaks are related to the planes (100),
(011), (110), (102), (111), (200), (201), (112), (022), (013),
(121), (113), (122), (203), (104), (302), (213) and (220).
According to the JCPDS (N° 46–1045) standard pattern [41],
these XRD peaks correspond to quartz with a hexagonal crys-
talline structure and belonging to the space group P3221 (154).

We observed that the (011) peak has the highest inten-
sity indicating preferred orientation. Further, three other
peaks have been observed at 2θ = 29.49°, 48.6° and
65.59° which are related to (104), (116) and (0012) planes
respectively. These planes fit calcite (CaCO3) compound
as reported by JCPDS (N° 47–1743) with a rhombohedral
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Fig. 4 The XRD pattern of El-
Oued sand dunes

Table 4 Indexed Powder XRD Pattern for El-Oued Sand

Peaks 2θ(°) Intensity(a.u) Mineral (dhkl)cal (Å) hkl

#1 20.89 1350 Quartz 4.434 100

#2 26.69 4300 Quartz 3.335 011

#3 29.49 270 Calcite 3.024 104

#4 36.59 340 Quartz 2.452 110

#5 39.49 460 Quartz 2.279 102

#6 40.29 200 Quartz 2.235 111

#7 42.49 330 Quartz 2.125 200

#8 45.79 290 Quartz 1.979 201

#9 48.60 120 Calcite 1.871 116

#10 50.09 590 Quartz 1.819 112

#11 54.90 290 Quartz 1.670 022

#12 55.30 130 Quartz 1.659 013

#13 60.10 270 Quartz 1.548 121

#14 64.09 100 Quartz 1.451 113

#15 65.59 80 Calcite 1.421 0012

#16 67.79 410 Quartz 1.381 122

#17 68.29 450 Quartz 1372 203

#18 73.49 90 Quartz 1.287 104

#19 75.69 110 Quartz 1.255 302

#20 77.69 120 Quartz 1.228 220

#21 79.89 210 Quartz 1.199 213

Silicon



crystal system belonging to R3c (167) space group. We
note that the majority of the crystallographic planes are
due to quartz SiO2 (Table 4), with the presence of three
planes belonging to calcium carbonate CaCO3.

The XRD results agreed with XRF and FTIR spectroscopy
data confirming that the dominant phase in the sand dunes of
El-Oued is quartz (SiO2).

The dhkl inter-planar spacing has been calculated from the
X-ray diffraction profile using the Bragg law:

2dhklsinθ ¼ nλ ð2Þ

where θ is the diffraction angle, λ is the used wavelength of X-
rays and n is the order of diffraction. We note that the calcu-
lated value of dhkl-spacing (Table 4) matched very well with
those of the standard JCPDS data. From Table 4 the spacing
distances dhkl of 4.43, 3.33 and 2.45 (Å) affirm the presence of
the α-quartz phase in our sand [28, 33]. The α-quartz is the
most stable phase of quartz at room temperature. The lattice
constants a, b and c, for the hexagonal phase structure were
determined from XRD results using the following equation:

1

dhkl
2 ¼ 4

3

h2 þ hkþ k2

a2

� �
þ l2

c2
ð3Þ

where (h k l) are the Miller indexes and ‘a’ and ‘c’ are the
lattice constants.

The calculated and standard JCPDS lattice constants for
quartz and calcite are indicated in Table 5. As we can see, the
calculated lattice parameters for the quartz (a = b = 4.907 Å and
c = 5.401 Å) agree well with the standard values (a0 and c0).

Since impurities in the crystal lattice would affect the d-
spacing between lattice planes and therefore the lattice param-
eters, the above agreements confirm the high degree of purity
of quartz of the El-Oued sand dunes. We can further calculate
the crystallite sizes D of the quartz and calcite of our sand from
the strongest peaks by using Scherrer’s formula [42]:

D ¼ 0:96 λ
βcosθ

ð4Þ

where D is the crystallite size, λ (=1.54 Å) is the wavelength
of X-rays,β is the width full at half maximum (FWHM) of the
most intense diffraction peak, usually measured in radian and
θ is the Bragg angle.

The crystallite size of quartz D = 42.64 nm is very large
compared to calcite size D = 28.6 nm, but remain less than
100 nm which makes it of great interest to the nanometric
industries and nanotechnologies.

4 Conclusion

The sand dunes of El-Oued region were characterized using
FTIR spectroscopy, XRF and XRD analysis. We found that the
El-Oued sand mainly consists of about 97.63% quartz in α-
phase, minor calcite mineral (about 0.56%) and very low con-
centrations of other oxides (Al2O3, Fe2O3, Na2O, MgO) and
some trace elements. The low quantities of the impurities bear
witness to the high purity of the quartz sand of El-Oued region.
The degree of crystallinity of our sand quartz has been estimated
to CI = 0.975, which supports the high crystalline nature of the
quartz. The XRD analysis corroborate that our sand is very rich
in quartz with hexagonal crystal structure and belonging to space
group P3221 (154). Furthermore, the sand has some calcite with

trigonal crystal system andR3c (167) space group.We estimated
the crystallite size of quartz to D = 42.64 nm, which demon-
strates the nanometric aspect of the El-Oued sand quartz.
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Table 5 Lattice parameters a, c and crystalline size D of quartz and calcite of El-Oued sand dunes

Mineral Standard lattice parameters (Å) Calculated lattice parameters (Å) FWHM (°) Crystalline sizes (nm) (D)

a Δa = a0-a c Δc = c0-c

Quartz (SiO2) a0 = 4.910
a 4.907 0.003 5.401 −0.001 0.2 42.64

c0 = 5.400
a

Calcite (CaCO3) a0 = 4.989
b 4.977 0.012 17.04 0.021 0.3 28.6

c0 = 17.061
b

a data from JCPDS (N° 46–1045)
b data from JCPDS (N° 47–1743)
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Nickel oxide was deposited on highly cleaned glass substrates using spray pneumatic technique. The ef-

fect of precursor molarity on structural, optical and electrical properties has been studied. The XRD lines of 

the deposited NiO were enhanced with increasing precursor molarity due to the improvement of the films 

crystallinity. It was shown that the crystalline size of the deposited thin films was calculated using Debye-

Scherer formula and found in the range between 9 and 47 nm. The optical properties have been discussed in 

this work. The absorbance (A), the transmittance (T) and the reflectance (R) were measured and calculated. 

Band gap energy is considered one of the most important optical parameter, therefore measured and found 

ranging between 3.64 and 3.86 eV. The NiO thin film reduces the light reflection for visible range light. The 

increase of the electrical conductivity to maximum value of 0.0896 (Ω cm) – 1 can be explained by the increase 

in carrier concentration of the films. A good electrical conductivity of the NiO thin film is obtained due to the 

electrically low sheet resistance. NiO can be applied in different electronic and optoelectronic applications due 

to its high band gap, high transparency and good electrical conductivity. 
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1. INTRODUCTION 
 

Nickel oxide (NiO) is the most investigated metal 

oxide and it has attracted considerable attention be-

cause of its low cost material, and also for its applica-

tions in several fields such as a catalyst, transparent 

conducting oxide, photodetectors, electrochromic, gas 

sensors, photovoltaic devices, electrochemical superca-

pacitors, heat reflectors, photo-electrochemical cell, 

solar cells and many opto- electronic devices [1-7]. NiO 

is an IV group and it can be used as a transparent p-

type semiconductor layers, it has a band gap energy 

ranging from 3.45 eV to 3.85 eV [8]. Band gap energy is 

significant to adjust the energy level state of NiO.  

The reduction in particle size to nanometer scale re-

sults more interesting prosperities in compared with 

their bulk properties [9]. Therefore, there are several 

techniques have been used for synthesis and manipula-

tion of nanostructures NiO such as the thermal evapo-

ration, sputtering, pulse laser ablation, thermal de-

composition, electrochemical deposition and sol-gel 

methods etc. Among of these techniques, sol-gel has 

some advantages such as high purity of raw materials 

and a homogeneous solution hence easy control over 

the composition of the deposited films. In this work, a 

low cost sol-gel/spray pneumatic technique was used to 

prepare pure NiO nanoparticles thin films with various 

precursor concentrations. The structural properties of 

the produced nickel oxide thin films have been exam-

ined. The absorption, transmittance and reflectance 

spectra of the produced thin films for the NiO are also 

measured in range between 300-1100 nm. Moreover, 

the optical band gap is determined as a function of the 

precursor concentrations. 

 

2. EXPERIMENTAL DETAILS 
 

2.1 Preparation of Samples 
 

NiO thin films were prepared onto a highly cleaned 

glass substrates using sol-gel spay pneumatic tech-

nique. Nickel nitrate was dissolved in 50ml of water as 

a solvent and chloride acid was used as a stabilizer for 

the all samples in this work. The produced mixture 

(Sol) was stirred at 60 °C for 2 h in order to obtain a 

clear and homogenous solution then the mixture was 

cooled down at room temperature and placed at dark 

environment for 48 h to have the final (Gel). The glass 

substrates were cleaned by detergent and by alcohol 

mixed with deionized water. 

 

2.2 Deposition of Thin Films 
 

The coating was dropped into glass substrates at 

480 °C that sprayed during 2 min by pneumatic nebu-

lizer system which transforms the liquid to a stream 

formed with uniform and fine droplets, followed by the 

films dried on hot plate at 120 °C for 10 min in order to 

evaporate the solvent.  

 

2.3 Devices and Measurements 
 

The X-ray diffraction (XRD) spectra of the NiO were 

measured to verify the structure. X-ray diffraction 

(XRD) was measured by using BRUKER-AXS-8D dif-

fractometer with Cu Kα radiation (  1,  5406Å  ) op-

erated at 40 KV and 40 mA in the scanning range of 

(2θ) between 20° and 80°. The spectral dependence of 

the NiO transmittance (T) and the absorbance (A), on 
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the wavelength ranging 300-1100 nm are measured 

using an ultraviolet-visible spectrophotometer (Perkin-

Elmer Lambda 25). The reflectance (R) was calculated 

by the well-known equation as (T + R + A 1). Whereas 

the electrical conductivity of the films was measured in 

a coplanar structure of four golden stripes on the depos-

ited film surface; the measurements were performed 

with keithley model 2400 low voltage source meter in-

strument. 

 

3. RESULTS AND DISCUSSIONS   
 

3.1 Structural Properties  
 

Fig. 1 shows the spectra of the grown NiO nanopar-

ticles with 4 XRD lines, showing the broadening of the 

line which is a characteristic of the formation of nano-

particles. The X-ray diffraction was used in this work 

in order to understand the structure of the deposited 

NiO thin films with different precursor concentrations. 
 

 
 

Fig. 1 – XRD patterns of the deposited NiO thin films on glass 

substrate at different precursor concentrations 
 

The indexed peak (111) at 2θ  37.1° correspond to 

the cubic structure of NiO nanoparticles which are con-

sistent with the JCPDS (No.47-1049). Figure shows 

that the diffraction intensity increased for precursor 

molarity 0.10 mol L – 1; it shows that the best crystal-

line quality of the film is achieved for this precursor 

molarity. The crystalline size was calculated using De-

bye-Scherrer formula [10]: 
 

 
0,9

cos
D



 
  (1) 

 

where  is the wavelength of the X-rays used 

(1.5406 Ǻ),  is the full width at half maximum 

(FWHM) and θ is the diffraction angle.  

The increasing of the diffraction peaks may indicate 

to the resulted of the NiO in good crystallinity [11]. The 

crystallite size of the NiO thin films were calculated 

using the well-known Debye-Scherer’s formula Eq. 

(3.1), the average of the NiO thin films ranging be-

tween 9.72 and 46.62 nm. The changing in the crystal-

lites size leads to the changes in optical properties i.e. 

band gap energy increased with decreasing crystallites 

size as shown in Fig. 2. 
 

 
 

Fig. 2 – The variation of crystallite size and band gap energy 

NiO thin films as a function of the precursor molarity  
 

Table 1 – Structural, optical and electrical parameters of NiO thin film at different precursor molarity 
 

Precursor molarity 

(mol L – 1) 

Crystallite size 

(nm) 

Band gap energy 

(eV) 

Conductivity 

(Ω cm) – 1 

0.05 9,72 3,86 0.03306 

0.10 40,61 3,82 0.08961 

0.15 46,62 3,64 0.04125 

0.20 33,29 3,68 0.00698 
 

3.2 Optical Properties  
 

Fig. 3 shows the optical absorption spectra of NiO 

nanoparticles. The absorption edge of 0.05 mol/L was 

found to be at 326 nm and of 0.20 mol/L was found to be 

at 343 nm. The absorption spectra of 0.05 mol/L show 

that the absorption edge is slightly shifted towards 

shorter wavelength when compared to other precursor 

concentration. The absorption edge of a degenerate sem-

iconductor is shifted to shorter wavelengths with in-

creasing carrier concentration. This shift predicts that 

there is an increase in band gap value (Eg  3.86 eV), 

which is due to the reduction in particle size 

(D  9.72 nm). The fundamental absorption, which cor-

responds to the electron transition from the valance 

band to the conduction band, can be used to determine 

the nature and value of the optical band gap. The optical 

absorption study was used to determine the optical band 

gap of the nanoparticles, which is the most familiar and 

simplest method.  

The absorption coefficient () and the incident pho-

ton energy (hυ) are related by the expression [12]: 
 

 ( ) ( )nhv C hv Eg    (2) 
 

where  is the absorption coefficient, C is a constant, h 

is the photon energy,  is the frequency of the incident 

radiation, h is the Planck's constant, exponent n is 0.5 

for direct band allowed transition 

    1239 / nm eV  h     and E g the band gap energy 

of the semiconductor.  
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Fig. 3 – Absorbance spectra of NiO samples for different pre-

cursor molarity 
 

 
 

Fig. 4 – Plot of  
2

h  versus incident photon energy (hν) of 

NiO nanoparticles  
 

As it was shown in (Fig. 4) a typical variation of   

 
2

h  as a function of photon energy (h ) of NiO nano-

particles Eq. (2), used for deducing optical band gap Eg, 

The optical band gap values have been determined by 

extrapolating the linear portion of the curve to meet the 

energy axis (hν) [13]. The band gap values were given in 

Table 1. 
 

 
 

Fig. 5 – Transmission spectra of NiO samples for different 

precursor molarity 
 

For a transmittance study (Fig. 5), the NiO layer 

showed very high transmittance of 75.36 %, averaged in 
the wavelength (λ) of 300-1100 nm. Suppression of light 

reflection at a surface is an important factor to absorb 

more photons in semi-conductor materials. We obtained 

the reflectance profiles of NiO-coated (Fig. 6). The aver-

aged reflectance values (300-1100 nm) were significantly 

lower than 0.203 %. Moreover, NiO-coating drives a sub-

stantially suppressed reflectance under 0.20 % in 

500 nm    1100 nm. This notifies that the NiO-coating 

is an efficient design scheme to introduce the incident 

light into substrate. 
 

 
 

Fig. 6 – Reflectance profiles of NiO thin film for different pre-

cursor molarity  

 

3.3 Electrical Properties 
 

The electrical properties of the NiO films are sum-

marized in Table 1. Fig. 7 shows the variation of the 

electrical conductivity  of NiO thin films as a function 

as precursor molarity. As can be seen, deposited films 

have good conductivity. The maximum recorded value 

was 0.0896 (Ω cm) – 1 for the NiO thin film deposited 

using the molarity 0.10 mol L – 1. The increase of the 

electrical conductivity can be explained by the increase 

in the carrier concentration. Patil et al. [14] have report-

ed that the increase of the electrical conductivity is due 

to the increase in activation energy with increasing film 

thickness. This was explained by difference in the exper-

imental conditions of spraying solution, spray rate and 

cooling of the substrates during decomposition. However, 

with 0.10 mol L – 1 precursor molarity, the crystal struc-

ture of the film is significantly improved and the grain 

size is increased, leading to a reduced concentration of 

structural defects such as dislocations and grain bound-

aries. Thus, the decrease of the concentration of crystal 

defects leads in the increase of free carrier concentra-

tion. The improvement of crystal quality reduces the 

carrier scattering from structural defects, leading to 

higher mobility.  

 

4. CONCLUSION  
 

The spray pneumatic technique has been success-

fully employed to deposit NiO thin films with different 

concentrations precursor on glass substrates. All the 

films showed cubic crystal structure with preferential 

orientation according to the direction (111). The maxi-

mum crystallite size was found (46.62 nm). We have 

observed an improvement in the films crystallinity at 0.10 

mol L – 1 precursor molarity where the peak at position 
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Fig. 7 – Variation of the electrical conductivity of NiO thin 

films with the precursor molarity 
 

37.1° corresponding to the (111) plans is very sharp, the 

film obtained at this concentration has higher and 

sharper diffraction peak indicating an improvement in 

peak intensity compared to other films. The band gap 

value of NiO films was found from 3.64 eV to 3.86 eV. 

The high transmittance (75.36 %), low reflectance under 

0.20 %, widened band gap and good conductivity                   

(0.0896 (Ω cm) – 1) obtained for NiO thin films make 

them promising candidate for optoelectronic devices as 

well as window layer in solar cell applications. 
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SYNTHESIS AND STRUCTURE REFINEMENT OF 
Ca0.5Sr0.5FeO2 SOLID SOLUTION 

Soria ZEROUAL1, Mohammed Sadok MAHBOUB2, Ali BOUDJADA3 

Ca0.5Sr0.5FeO2 solid solution has been prepared by the reacting of 
Ca0.5Sr0.5FeO2.5 brownmillerite with CaH2 at 553 K. The crystal structure of 
Ca0.5Sr0.5FeO2 phase has been refined by the Rietveld method from X-ray powder 
diffraction data. In the present study, we have successfully synthesized a stable 
Oxoferrate Ca0.5Sr0.5FeO2 phase, where no phase separation was observed. The 
structure is tetragonal, space group P4/mmm, a=3.95718 (9) Å and c=3.39839 (13) 
Å. The Final structure refinement values of the Rietveld parameters are: Rp=1.15%, 
Rwp=1.75% and χ2=2.72. The structure of Ca0.5Sr0.5FeO2 consists of a stacking 
sequence of infinite FeO2 layers with square-planar coordinated iron (II) lattices 
separated by alternating Ca/Sr atoms in the c direction. This structure might be 
promising candidates for applications as membrane in solid oxide fuel cells (SOFC). 

  
Keywords: Calcium strontium oxoferrate, Crystal structure, Infinite layer, X-ray 

Powder diffraction, Rietveld refinement 

1. Introduction 

Among candidate for the ionic conductor materials we can quote SrFeO2.5 
compound exhibit fast oxygen transport and high electron conductivity even at 
low temperatures [1-5]. It became an interesting field of research, such as: 
ceramic membranes for oxygen separation and electrodes of solid oxide fuel cells 
(SOFCs), electrocatalysis, battery electrodes and sensor materials [6-13]. 
Controversy, the isomorphic CaFeO2.5 unlike SrFeO2.5 compound shows inability 
to the electrochemical intercalation of oxygens [2,14-17]. It seems that the order 
of the FeO4 tetrahedra plays an important role in explaining the chemical 
reactivity in Brownmillerite compounds according to Paulus et al. [18]. Deepened 
study of Ca1-xSrxFeO2.5 is required, considering their important function as a key 
to better understanding of the ionic conduction mechanism in perovskite-related 
oxides. A few years ago, Tsujimoto et al. [19] reported on the synthesis of the first 
ternary earth alkaline oxoferrate (II), SrFeO2, by the reduction of perovskite-
related SrFeO2.875 precursor at 553 K with CaH2. In their study, Tassel et al. [20] 
have observed that the Ca1-xSrxFeO2-phases persists up to 960 K for SrFeO2 and 
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630 K at least for CaFeO2. They have concluded that the infinite layer (IL) iron 
oxide is thermodynamically stable against substitution as well as temperature. 
Recently, we have reported for the first time a new synthesis method using a 
mirror furnace (MF) for pure Ca0.5Sr0.5FeO2.5+δ compound [21]. Based on the 
relationship between structure and physical properties, we will report in this 
contribution the synthesis and structural characterization of Ca0.5Sr0.5FeO2 
obtained by X Ray Powder Diffraction (XRPD) in order to check the stability of 
our sample synthesized by a new technique so-called “mirror furnace method”. 

2. Experimental 

2. 1. Synthesis method 
Ca0.5Sr0.5FeO2 powder was obtained by a solid state reaction through 

mixing Ca0.5Sr0.5FeO2.5+δ prepared according to [21] and  CaH2 in a 1:2 molar 
ratio, ground inside an argon-filled glovebox. The mixture was inserted into a 
Pyrex tube. The sealed tube was inserted in a furnace for 6 days at 553 K. The 
unreacted CaH2 and byproduct CaO were removed from the product by washed it 
in a solution of methanol and 0.1 M of NH4Cl. 

2. 2. X-ray Powder diffraction 
Powder X-ray diffraction data were performed at room temperature on a 

Brucker D8 Advance diffractometer (Bragg–Brentano configuration) equipped 
with Johanson Ge (111) monochromator and a LynxEye position sensitive 
detector. The datasets were collected in the range of 20°≤ 2θ < 120° using CuKα1 
radiation at step size of 2θ =0.016° and a fixed counting time of 15 s/step. 

2. 3. EDS spectroscopy 
The energy dispersive X-ray spectroscopy (EDS) analysis was carried out 

for Ca0.5Sr0.5FeO2.5+δ sample using a JEOL (JSM-6400) scanning electron 
microscope equipped with an EDAX (Oxford Link INCA) micro-analytical 
system, intended for the observation of dry and conducting samples. 

3. Result and discussion 

A quantitative analysis of the precursor Ca0.5Sr0.5FeO2.5+δ by the energy 
dispersive X-ray spectroscopy (EDS) analysis was used to check the chemical 
composition. Small amount of the sample’s size is observed on a holey carbon 
film supported by a copper grid. EDS analysis indicates a Ca:Sr ratio of 0.5:0.5 in 
Ca0.5Sr0.5FeO2.5+δ, which is consistent with the expected stoichiometry, within the 
limit of experimental error (Table 1).  

The EDS spectrum confirms the desired compound (Fig. 1). XRD powder 
pattern of the final product Ca0.5Sr0.5FeO2, is isomorphic to those of the parent 
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structure for SrFeO2 [19]. An additional peak was detected at 2θ = 32.7°, thus 
indicating the presence of a small amount of unreacted phase. 

Table 1 
Compositions of Ca0.5Sr0.5FeO2.5+δ extracted by theoretical calculation and EDS analysis 

Element Ca Sr Fe 
Theoretical composition (% wt.) 12.55 27.43 34.97 

Experimental sample composition (% wt.) 12.86 28.04 36.82 
 
 
 
 
 
 
 
 
 
 

Fig. 1. EDS analysis of initial product Ca0.5Sr0.5FeO2.5+δ 
 

We have found that this peak corresponds to the (141) more intense 
reflection of the starting Brownmillerite Ca0.5Sr0.5FeO2.5 not reacted. The Rietveld 
refinement of the XRD data was carried out with FULLPROF [22] in the P4/mmm 
space group. The background in rietveld refinement was fitted with a linear 
interpolation function, and pseudo-voight function was employed to model the 
peak shapes. No splitting peaks were observed, which allowed to us indexing the 
diffraction pattern in this tetragonal space group. This situation indicates that a no 
phase separation takes place and the ‘‘miscibility gap’’ problem resolved in 
Ca0.5Sr0.5FeO2.5+δ solid solution [21] does not arise again. There is no 
decomposition to form Ca- and Sr-enriched microdomains. We started the 
refinement with the lattice parameters and initial atomic positions, referring to 
those quoted by Tassel et al. [20]. After careful treatment, the structure refinement 
leads to rather good match between the experimental and calculated XRD pattern 
(Fig. 2). The Rietveld refinement leads to confidence reliability factors quite 
satisfactory. The refinement parameters are listed in Table 2. 

Final atomic positions, isotropic displacement factors are given in Table 3 
and interatomic distances in Table 4. A possibility of disorder for Ca (Sr) atom 
was checked. 
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Fig. 2. Observed, calculated and difference X-ray diffraction plots for Ca0.5Sr0.5FeO2. The intense 

reflection of unreacted Ca0.5Sr0.5FeO2.5 is marked is marked 
 

Table 2 
Crystallographic data for Ca0.5Sr0.5FeO2 

 

where: 
ܴ௣ ൌ

ሻ࢒ࢇࢉሺ࢏࢟ሻି࢙࢈࢕ሺ࢏࢟∑
ሻ࢙࢈࢕ሺ࢏࢟∑

                                      (1) 

 ܴ௪௣ ൌ ቄ∑࢏࢝ሺ࢏࢟ሺ࢙࢈࢕ሻି࢏࢟ሺ࢒ࢇࢉሻሻ
૛

ሻሻ૛࢙࢈࢕ሺ࢏࢟ሺ࢏࢝∑
ቅ                                 (2) 

ܴ௘௫௣ ൌ ሾሺܰ െ ܲሻ/∑ݓ௜ݕ௢௜ଶ ሿ
૚
૛ൗ                               (3) 

  ߯ଶ ൌ ܴ௪௣
ܴ௘௫௣൘                                            (4) 

System Tetragonal 
Space group P4/mmm 
Lattice parameters a= 3.95718 (9) Å 
 c = 3.39839 (13) Å 
Volume of unit cell 53.216 (1) Å3 
Z  1
Dx  4.72 (1) Mg m−3 
λ  1.54056 Å 
Rp (%) 1.15 
Rwp (%)  1.75 
Rexp (%)  1.06 
χ2  2.72
No of parameters refined 45 
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Refining both the atomic occupation number and displacement 
parameters revealed that the ratio of Ca:Sr = 0.51: 0.49. Refinement in both 
possible tetragonal space groups P4212 and P-421m not successful. 

Table 3 
Atomic coordinates, isotropic displacement parameters and BVS of Ca0.5Sr0.5FeO2  

Atom x y z Uiso*/Ueq (Å2) Occ. BVS 
Ca 1/2 1/2 1/2 0.0056 (8) 0.512 2.127 
Sr 1/2 1/2 1/2 0.0056 (8) 0.488 2.127 
Fe 0 0 0 0.0122 (11) 1.000 2.065 
O 1/2 0 0 0.0148 (18) 1.000 2.096 

 
Table 4 

Interatomic Distances and Torsion angles for Ca0.5Sr0.5FeO2 (Å, °) 
Fe - O x 4 1.9786(6)     O – Fe - O x 2 180.00 
(Ca, Sr) - O x 6 2.6081(8) O – Fe - O x 4 90.00 

 
We note that the mean Fe-O distance in the structure of Ca0.5Sr0.5FeO2 

solid solution is 1.98 Å, which is comparable with the mean Fe-O (octahedral site) 
distance of 1.97 Å in CaFeO2.5 [23-24], and 2.06 Å in SrFeO2.5 [25], due to the 
effect of the partial replacement of Ca by Sr in the crystal structure. On the other 
hand, the mean (Ca, Sr)-O distance in the title structure is 2.61 Å which are 
significantly larger than the Ca-O bond value of 2.55 Å in CaFeO2.5 [23] and 2.59 
Å in CaFeO2 [20], but smaller than the bond values of 2.63 Å [25] or 2.65 Å [23] 
for Sr-O bond in SrFeO2.5 and 2.65 Å in SrFeO2 [19], indicating that calcium and 
strontium occupy the same position (static disorder). In this structure, the Fe2+ 
ions are fourfold coordinated by oxygen in the planes, and no apical oxygen are 
present. The Fe atoms with their immediate environment consisting of Oxygen 
atoms form square planes that are repeated in an infinite way on both a and b 
directions to form infinite (FeO2)∞ layers (Fig. 3a). These layers are separated by 
A = (Ca0.5Sr0.5) atoms (Fig. 3b). 

Therefore, the structure consists of a stacking sequence of these infinite 
layers (IL) of square lattices FeO2 in the c direction (Fig. 4). Four equal Fe–O 
distances form a perfect square planes, because all atoms situated in special 
position. In this new architecture all of the apical O atoms have been selectively 
removed upon reduction. We are therefore facing a new phase «Ca0.5Sr0.5FeO2

» 
with an unusual coordination in this type of oxides formed by square planes 
around the iron to form infinite (FeO2)∞ layers. In other hand, the very small Uiso 
values of all atoms indicates the stability of this structure. It is isostructural with 
the superconducting copper oxide SrCuO2 [26]. The structure is plotted using 
Balls & Sticks -1.80beta structural visualization program [27]. 

The calculated Bond Valence Sum (BVS) of each ion [28-29] [Sr/Ca: 
2.127, Fe: 2.065, O: 2.096] are in agreement with the expected valence state of 
Sr/Ca 2+, Fe2+ and O2- respectively. Likewise, the perfect square planes formed by 
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four equal Fe-O bond mentioned above might contribute to the fact that the BVS 
value of the Ca2+, Sr2+, Fe2+ and O2- ions given in Table 3 with values very close 
to the expected formal oxidation states of each ion. 

 
 
 
 
 
 
 
 
 
 

(a) 

 
(b) 

Fig. 3. Structure view of Ca0.5Sr0.5FeO2 at: (a) c axis (b) a axis 
 
 

 
 
 
 
 
 
 
 
 

Fig. 4. Perspective view of the crystal structure Ca0.5Sr0.5FeO2 
 

Crystallographic data for the structure reported here have been deposited 
under FIZ Deposition No. CSD- 430786. These data can be obtained free of 
charge from FIZ Karlsruhe, D-76344, Eggenstein-Leopoldshafen, Germany, E-
mail: crysdata@fiz-karlsruhe.de. 

 

2.799 Å  2.799 Å 

 

 (FeO2)∞ infinite layers 
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4. Conclusions 

The influences of reduction of homogenous Ca0.5Sr0.5FeO2.5+δ 
brownmillerite prepared by a mirror furnace technique were investigated. 
Synthesis and structure refinement of Oxoferrate Ca0.5Sr0.5FeO2 phase have been 
reported here. The sample was characterized by powder X-ray diffraction. A 
stable structure of Ca0.5Sr0.5FeO2 consists of a stacking sequence of infinite FeO2 
layers with square-planar coordinated iron (II) lattices separated by alternating 
Ca/Sr atoms in the c direction. There is no decomposition to form Ca- and Sr-
enriched microdomains. Calculated Bond Valence Sum (BVS) of Sr/Ca 2+, Fe2+ 

and O2- ions are in agreement with the expected valence state. This compound 
might be promising candidate for important technological applications such as 
membrane in solid oxide fuel cells. So, further studies are needed to investigate 
the ionic diffusion in this type of structure. 
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Abstract
Due to fossil fuel reserves diminishing, electrical energy costs increasing, air pollution and global warming, 
properly designed geothermal heat exchangers offer a sustainable alternative to reduce the need for conventional 
compressor-based air conditioning systems, ground-air heat exchangers have been recognized as being among 
the most energy efficient systems for space heating and cooling in residential buildings and agricultural facilities 
and horticultural facilities. This paper aims to give an overview of the implementation of Ground Heat Exchanger 
(GHE) for passive air conditioning for any applications. The overview switches focus to systems which utilize the 
ground as a heat source; this covers general definitions and the most factors influencing on GHE performances; 
which need to be considered from ground thermal properties to piping materials. Also, this article includes a 
literature review of the main scientific research that implemented in low-Temperature geothermal energy like 
Algerian climate, in order to reduce the energy needs and greenhouse gas emission.
Keywords - geothermal energy, Ground Heat Exchanger, Algerian climate, low-Temperature gradient.

1.	 Introduction
In the context of today's global energy consumption is 
increasing and diminishing fossil fuel reserves, which used 
abusively, these energies are resulting air pollution and 
global warming which may have adverse effects on the 
physical, economic, social and political equilibrium of our 
planet[1].
The concerns associated with the global growth of energy 
usage can be significantly reduced through the use of 
renewable energy sources. Renewable energy which is 
environmentally friendly energy source techniques utilize 
the natural resources, which are continuously replenished 
through natural resources, geothermal energy is one of the 
important renewable energies sources, which can be utilized 
to provide electricity and space heating / cooling[1-4]. The 
potential of geothermal energy can be harnessed through a 
number of techniques, all of which attempt to utilize the 
thermal energy stored within the earth[5, 6]. Refreshing by 
geothermal energy is a technique traditionally used in our 
region of Sahara; People build their houses under the ground 
to be comfortable in the summer.
The achievement of indoor thermal comfort whilst 
minimizing energy consumption in buildings is a key 
challenge in desert climates. The desert climate can be 
classified as hot and arid and such conditions exist in a 
number of areas throughout the world. One such area is 
South Algeria, with an average ambient temperature around 

45°C during summer months. In general, most people feel 
comfortable indoors when the temperature is between 
22-26°C, and relative humidity is within the range of 30-
50%[7,8].
The principle of GHE is simple in which the renewal air 
is passed into a buried tube before enters in the house. 
In winter, the air is thus preheated because the ground is 
warmer than the outside air. In summer, the air is refreshed 
because it is the opposite phenomenon that occurs[9-11].
Two principal types of ground heat exchangers are mostly 
used: horizontal and vertical heat exchangers. Many research 
has interested in the development of the geothermal heat 
exchangers such as Hollmuller et al[12] in a theoretical and 
experimental study used the air / ground exchanger to heat 
and refresh buildings. This study is based on a compilation 
of measurements collected and a simulation carried out 
using a developed numerical model, The authors conclude 
the importance of diffuse coupling between the exchanger 
and the building, the temperature at the outlet of the 
exchanger is within the comfort interval. Al-Ajmi et al[13] 
they carried out study on the cooling potential of earth–air 
heat exchangers for domestic buildings in a desert climate 
which they concluded that there is potential for of earth–
air heat exchangers systems to make a useful contribution 
to energy saving in Kuwait, and in similar desert climate 
locations. Moummi et al[14] have established theoretical and 
experimental study on refreshing by geothermal energy in 
Biskra area, the authors found a promising vector in climate 
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engineering as a renewable energy source will have to be 
a questionably exploited industrially. Benhammou et al[15] 
presented study on simulation and characterization of a 
geothermal air exchanger for refreshing buildings operating 
in the climatic conditions of southern Algeria (Adrar), the 
authors conclude that many parameters influencing the GHE 
behaviour such as the burial depth in the ground, length, 
diameter and flow velocity. Mebarki et al[16] carried out study 
on the air conditioning system integrating a Canadian well 
in the arid zones, case of Bechar, The results obtained by the 
authors make it possible to fully understand the functional 
of the air-ground heat exchanger during the seasons. 
Naili et al[17] performed In-field performance analysis of 
ground source cooling system with horizontal ground heat 
exchanger in Tunisia, the authors shows the effect of various 
parameters such as mass flow rate of circulating water, 
length and buried depth and they conclude that the thermal 
potential in Tunisia offers a good exploitation of horizontal 
ground source heat exchanger.
As horizontal geothermal heat exchanger requires a large 
area to be implanted, we have constructed new geometry, 
which consist to a conical basket. This configuration allows 
to decrease the area of installation of the geothermal heat 
exchanger and to assure the maximum of heat transfer from 
the soil to its surface due to the conical shape of the basket. 
Most research activities in this field of spiral geometry 
are numerical. A few experimental works are conducted. 
Boughanmi et al in 2015[18] presented thermal performance 
of a conic basket heat exchanger coupled to a geothermal 
heat pump for greenhouse cooling under Tunisian climate in 
which they concluded that this new shape of conic basket is 
practically feasible and giving good performance. However 
the same author Boughanmi et al in 2016[19] studied the 
evaluation of soil thermal potential under Tunisian climate 
using a new conic basket geothermal heat exchanger, in this 
study, the thermal potential of sandy soil is evaluated using 
a new conical basket geothermal heat exchanger (CBGHE). 
Energetic efficiencies variations of this novel heat exchanger 
are determined.
The main objective of this study is to present the previous 
researches have been investigated the refreshing techniques 
by the low gradient geothermal energy using the air-to-
ground exchanger (GHE), such as the scientific researchers 
have been carried out in Algerian climate. Additional to that, 
the geothermal background and the main factors influencing 
on GHE behaviour will be discussed in this paper. 

2.	 Main factors influencing on 
GHE behaviour

In literature review of previous studies, we found several 
factors that affecting the behaviour of geothermal heat 
exchanger. Soil properties and moisture content such as the 
heat capacity, thermal conductivity and thermal diffusivity 
should take in consideration during the GHE implementation, 
because those factors have an important influence on the 
behaviour of the GHE[12, 20-22]. Also, the ground loop such as 

length, diameter and physical properties, have a consistent 
effect[12,23]. Additional to all these factors, the climatic 
conditions play a principal role in GHE performances[20]. 
Besides the selection of mechanical components, the ground-
loop length is the primary focus of ground source heat system 
design. Despite this, few investigations have considered the 
long-term influence of ground-loop characteristics on ground 
behaviour or with regard to system optimization[24]. To date, 
the design of ground-loops is non-standardized, leading to 
range of ground-loop configurations, installation depths, 
pipe diameters and materials being used[20]. The following 
paragraphs present the main factors of the ground-loop 
influencing on the geothermal heat exchanger.
The conduit of the well may consist of a single tube laid in 
a meander or loop around the building or be organized in 
the form of a network of parallel tubes installed between 
collectors in order to increase the flow of air circulating 
in the well[9]. However, the length of the tubes determines 
the exchange surface and the residence time of the air in 
the tubes. In a first approximation, the temperature profile 
of the air in the tubes is asymptotic. The optimum length 
of the exchanger will depend on the flow in the pipes. 
Indeed, the bibliography shows that for low flows, the 
minimum temperature is reached rather quickly, and that 
after a certain length, the exchanger no longer tempers the 
air: It has reached its limit of effectiveness. On the other 
hand, when flow increases, the tube length increases too in 
order to establish the ground temperature[23]. Therefore, an 
increase in the diameter of the tubes results in an increase in 
the exchange surface, but the experience demonstrated that 
doesn’t necessarily increasing the heat exchange, this is due 
to the air circulating in the center of the pipe will no longer 
be in contact with the pipe wall’s and its temperature will 
be little influenced by the temperature of the ground. The 
choice of the material properties is important because it is 
directly affects the soil / well thermal exchanges. The use 
of compact walls with high thermal conductivity must be 
favored because it allows to increase the exchanges and thus 
to reduce the length of the well[19]. Some other factors have 
low influence on the behaviour of the GHE, These include 
the internal roughness of the pipes, the overall geometry of 
the ground loop and the operating regime of the GHE[23].

3.	State  of art on ground heat 
exchanger 

Several experimental and theoretical researchers have 
been carried out on the GHE system in literature. Al-
Ajmi et al[13] carried out study on the cooling potential 
of earth–air heat exchangers for domestic buildings in 
a desert climate, a theoretical model of an earth–air heat 
exchanger (EAHE) was developed for predicting the outlet 
air temperature and cooling potential of these devices in 
a hot, arid climate. A sub-soil temperature model adapted 
for the specific conditions in Kuwait is presented and its 
output compared with measurements in two locations, a 
typical meteorological year for Kuwait was prepared and 
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used to predict the cooling loads of the air-conditioned 
dwelling with and without the assistance of the EAHE. A 
typical Kuwaiti domestic building of dimensions 10 m x 
10 m x 3 m was defined for testing EAHE performance. 
The building materials (walls, roof and floor) are in accord 
with the prevailing building materials and practices in the 
region. The building is assumed to have two windows each 
of area 1 m2 in the North/South direction. The simulation 
carried out by Al Ajmi et al for the period from May to 
September, which is the most arid and the hottest time of 
the year in Kuwait. The simulation conducted for the case of 
the building being cooled by air-conditioning both with and 
without assistance from the EAHE. The peak heat removal 
rate from the building with air-conditioning alone was 
calculated to be 4370 W while that with air conditioning 
and EAHE assistance was 2670 W. The peak cooling load 
reduction due to the operation of the EAHE was thus 1700 
W (mid-July). The indoor temperature of the building for the 
‘‘free running’’ condition (that is, without air conditioning) 
showed a reduction of 2.8°C in the peak hours through use 
of the EAHE system as illustrated in Figure 1. Al Ajmi et 
al[13] concluded that there is potential for EAHE systems to 
make a useful contribution to energy saving in Kuwait, and 
in similar desert climate locations.

Fig. 2 : Variation of the air temperature versus the  
length of the exchanger[25]

At the end of this study and based on the results obtained, 
the authors found a promising vector in climate engineering 
as a renewable energy source can be exploited industrially. 
However the experimental results compared to the 
analytical results allowed the authors to conclude that the 
presented model can be improved. Indeed, experimentally 
the temperature of the fluid continuously decreases with the 
length of the exchanger.
Benhammou et al they implemented study on simulation and 
characterization of a geothermal air exchanger for refreshing 
buildings operating in the climatic conditions of southern 
Algeria (Adrar). The authors obtained very encouraging 
results which indicate that this low-priced technique can 
cover an important part of our needs in domestic cooling. 
This study also permitted them to exanimate the influence 
of several parameters of the exchanger on its daily average 
efficiency and on the temperature of air cooled in the outlet 
of the exchanger.
This heat exchanger constructed from a polyethylene pipe 
of 40 m length and 16 cm diameter, buried at a depth of 3 
m from the ground surface. The average air velocity in the 
pipe is taken to be 3.5 m/s Figures 3-6 shows the influence 
of different parameters on the functional of the air-to-ground 
exchanger[15].

Fig. 1 : Indoor air temperature of the building during the period 
May–September for the ‘‘free-running’’ situation, with and 

without EAHE assistance[13]

N. Moummi et al[25] presented theoretical and experimental 
study on refreshing by geothermal energy in Biskra area, 
This technique, called Canadian’s well, uses air/ground heat 
exchanger system. They investigated the air temperature 
evolution at the outlet of the heat exchanger. 
The authors verified experimentally first the mathematical 
models that have been established, which give the best 
evolution of the air temperature in the exchanger as a 
function of the different structural parameters (diameter, 
length, flow, ground temperature, depth). The experimental 
tests bench was mounted on site at the University of Biskra. 
It is a network of four trays with a total length of about 60 
m. The inner diameter of the pipe is 110 mm which is placed 
at a depth of 3 m under a slope of 2%.
In the second stage, a synthesis and comparison study was 
taken place between the theoretical results developed and 
those obtained experimentally from the measurements as 
shown in Fig 2.

Fig. 3 : Variation of the cooled air temperature versus the time for 
the month of July
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Fig. 6 : Variation of the cooled air temperature and daily average 
efficiency versus the pipe longer

Based on this study the authors concluded that the 
temperature of the cooled air at the outlet of the exchanger 
is lower when the burial depth in the ground greater. 
Similarly, when the exchanger is longer the temperature 
of the cooled air is lower; however the flow velocity has 
such an important effect on the functional of the geothermal 
exchanger. The temperature of the cooled air increases 
linearly with the speed of the air. Therefore, it is better to 
choose a speed neither very low nor very high. Concerning 
the diameter of the buried pipe, they found that there is an 
optimum diameter of 10 cm for which the temperature of 
the cooled air is minimal and the daily efficiency of the 
exchanger is maximal.
Mebarki et al[16] carried out study on the air conditioning 
system integrating a Canadian well in the arid zones, case of 
Bechar. In this work, they studied the performance of an air-
ground heat exchanger with a view to perform an analytical 
modeling. They first validated the model of the ground 
temperature and air temperature in the heat exchanger, and 
then analyzed the influence of several parameters, namely 
depth, diameter and length of the pipe on the temperature 
inside the exchanger, the authors exanimated the influence 
of several parameters on the functional of the air-to-ground 
heat exchanger, furthermore they compared their results 
with some work already implemented[13,25]. The results 
obtained by the authors make it possible to fully understand 
the functional of the air-ground heat exchanger during the 
seasons.
Beloufi et al[9] Investigated the thermal performances of an 
earth air heat exchanger (EAHE) under transient conditions 
in cooling mode. They carried out their experiments in south 
Algeria at the University of Biskra. They constructed a PVC 
pipe of 53.16 m long and 110 mm diameter buried at 3 m 
depth to be used. The experimental setups were tested under 
monitoring of 71 hours in continuous operation mode with 
high inlet temperatures. Therefore, a mathematical model 
was presented for EAHE by using the finite differences 
method. They found that the continuous operation mode 
have no significant effect on the outlet air temperature and 
thus on the EAHE performances during operating period. 
Results of the theoretical predictions were validated with 
the measured air temperatures along the EAHE and showed 
acceptable matching between numerical and experimental 
results.
H. Boughanmi et al[19] studied the evaluation of soil thermal 
potential under Tunisian climate using a new conic basket 
geothermal heat exchanger, they designed geothermal heat 
exchangers system composed of two conic baskets serially 
connected. Both heat exchangers are made in polyethylene 
high-density material and have a length of 3 m each one. 
They used for greenhouse cooling and heating through a 
geothermal heat pump. Its conical geometry is selected to 
reduce the operation cost and the exploited area, compared 
to vertical and horizontal geothermal heat exchangers 
often used. It also assures the maximum of heat exchange 
with the soil. The aim of this study is to determine the 

Fig. 4 : Variation of the cooled air temperature versus the time for 
the month of September

Fig. 5 : Variation of the cooled air temperature and daily average 
efficiency versus depth
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Fig. 7 : Heat exchange rate versus time for different  
mass flow rate[19].

In May 2017 we have constructed geothermal heat exchanger 
with conical basket configuration designed, installed and 
tested in El-Oued region, Algeria, in which the CBGHE 
was immersed in a water well of 5 meters depth, the aim of 
this work is to evaluate the main parameters influencing the 
CBGHE and understanding its behaviour with experimental 
and analytical analyzes, the experiments are conducted 
between the 1st and the 9th May 2017, the influence of 
several parameters such as air flow rate, length, inlet 
temperature and buried depth were studied, the obtained 
results are very encouraging and confirming the feasibility 
of using the CBGHE for cooling and heating buildings in 
Algerian Sahara. (Figure 8)
The Experimental measurements carried out on this 
CBGHE which have 30 m long and at velocity of 10 m/s 
shows as described in Figure 9 that when the temperature 
difference between the ambient air and the water well 
increases the gained temperature gap between the inlet and 
the outlet air of the exchanger increases too. Moreover, 
we found that the corresponding temperature differences 
between the ambient air and the cooled air at the outlet of 
the exchanger for inlet air temperature of 42°C and 33.4°C 
are respectively 13.9°C and 7.6°C. This is due to the fact 
that when the temperature of the ambient air is greater than 
that of the water well, the thermal losses towards the tube 
walls are also great. This causes its temperature to drop 
considerably.

Fig. 9 : Exchanger outlet air temperature versus the  
inlet air temperature

4.	Co nclusion
The research presented in literature cover a number of 
topics which can be divided into three categories, namely; 
analytical, numerical and experimental investigations, the 
provided literature review containing the notable research 
advances within the GHE field in which intended for 
refreshing buildings in summer and warming in winter, the 
presented work summaries the main research that including 
the main factors influencing the GHE behaviour, most of the 
discussed studies conducted in our country and some of them 
carried out in foreign countries which have approximately 
similar climate such as Tunisia and Kuwait. Based on 
the presented literature review and throughout the results 
obtained by the cited authors, a promising vector in climate 
engineering as a renewable energy source can be exploited 
in Algerian desert, more research and investigation will 
be required in the future for the development of the GHE 
system. 

thermal performance of one Conic Basket Geothermal 
Heat Exchanger (CBGHE), buried at 3 m deep, in the 
exploitation of the soil thermal potential, in summer. A 
rate of heat exchange with the soil is determined and the 
global heat exchange of the CBGHE is assessed. Its energy 
and efficiencies are also evaluated using both first and 
second law of thermodynamic. Figure 7 present the results 
obtained by the authors. This study allows determining the 
optimal exchange surface of the CBGHE which should 
be used to assure the maximal exploitation of the soil 
thermal potential for eventual use in greenhouse heating 
and cooling.

Fig. 8 : Picture of the CBGHE after filling by water
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Abstract

Global warming is considered as one of very important problems in the last few years. 
This phenomenon is caused primarily by increase in greenhouse gases such as carbon 
dioxide (CO

2
). Natural events and human activities are believed to be the principal 

sources of this problem. A promising long-term solution for mitigating global heating is 
to inject CO

2
 into oil field geological formations for combination between CO

2
 sequestra-

tion and enhanced oil recovery. This chapter aims to give an extensive literature survey 
and examines research papers that focus on EOR-CO

2
 processes and projects that have 

been tested in the field.

Keywords: CO
2
 sequestration, EOR, global warming, energy

1. Introduction

The growing concern over the climate change caused by global warming due to a high emis-

sion of greenhouse gases (essentially carbon dioxide (CO
2
)) has increased the interest in 

finding various techniques to resolve this problem. The injection of this gas for enhanced oil 
recovery has been tested with full success in several fields over the world.

Traditionally, oil recovery operations have been subdivided into three stages: primary, sec-

ondary, and tertiary as shown in Figure 1. Historically, these stages described the production 

from a reservoir in a chronological sense. Primary production, the initial production stage, 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



resulted from the displacement energy naturally existing in a reservoir; the driving energy 

may be derived from the expansion of the gas cap or an active aquifer, from the liberation and 

expansion of dissolved gas, from gravity drainage, or from a combination of all these mecha-

nisms. Secondary recovery, the second stage of operations, usually was implemented after 

primary recovery declined. Traditional secondary production processes are gas injection, 

water flooding, or water alternative gas injection (WAG). Tertiary recovery or enhanced oil 
recovery (EOR) is a term used to describe a set of processes intended to increase the produc-

tion of oil beyond what could normally be extracted when using conventional oil production 

techniques, while traditional oil production (primary and secondary stage) can recover up to 

35–45% of the original oil in place (OOIP). The application of an EOR technique is typically 

performed toward what is normally perceived to be the end of the life of an oil field, and 
tertiary production used miscible gases (e.g., CH

4
, CO

2
), chemicals, and/or thermal energy to 

displace additional oil (5–15%).

2. Carbon dioxide properties

Carbon dioxide is formed from the combination of two elements: carbon and oxygen. It is 

produced from the combustion of coal or hydrocarbons. CO
2
 is a colorless, odorless, and 

non-toxic stable compound found in a gaseous state at standard conditions. In petroleum 

engineering application, it can be in a gas or a liquid state depending on the PVT conditions. 

Table 1 gives the main properties of carbon dioxide. The phase diagram (Figure 2) of CO
2
 is 

Figure 1. Oil recovery stages [1].
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also a key data since we can inject it under different temperature and pressure conditions. The 
three phases are shown in this diagram, with the triple and critical point. Above the critical 

point, the CO
2
 is considered as a supercritical fluid.

Property Value

Molecular weight 44 g/mol

Critical temperature 31°C

Critical pressure 73.77 bar

Critical density 467.6 kg/m3

Triple point temperature −56.5°C

Triple point pressure 5.18 bar

Boiling (sublimation) point (1.013 bar) −78.5°C

Critical Z factor 0.274

Solid phase

Density of carbon dioxide snow at freezing point 1562 kg/m3

Latent heat of vaporization (1.013 bar at sublimation point) 571.1 kJ/kg1

Liquid phase

Vapor pressure (at 20°C) 58.5 bar

Liquid density (at −20°C and 19.7 bar) 1032 kg/m3

Viscosity (at STP) 99 μPa s

Characteristics of CO
2
 gas phase

Gas density 2.814 kg/m3

Gas density (according to STP) 1.976 kg/m3

Specific volume (according to STP) 0.506 m3/kg

C
p
 (according to STP) 0.0364 kJ/(mol K)

C
v
 (according to STP) 0.0278 kJ/(mol K)

C
p
/C

v
1.308

Viscosity (according to STP) 13.72 μPa s

Thermal conductivity (according to STP) 14.65 mW/(m K)

Enthalpy (according to STP) 21.34 kJ/mol

Entropy (according to STP) 117.2 J mol/K

Note: STP stands for standard temperature and pressure, which are 0°C and 1.013 bar.

Table 1. Carbon dioxide properties [3].
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3. Carbon capture and storage

Carbon dioxide is the most important greenhouse gas, because it is emitted into the atmo-

sphere in large quantities [4]. Carbon capture and storage (CCS) has been recognized as a 

new project around the world that should help mitigate CO
2
 emissions significantly. The idea 

behind CCS is simple and can be divided into three steps: capture of CO
2
 (e.g., from a fossil 

fuel power plant), transportation of the captured CO
2
, and permanent storage into different 

geological formations (e.g., saline aquifer and oil and reservoirs), with the aim of isolating 

CO
2
 from the atmosphere [5] (Figure 3).

Several scenarios describing the emission of greenhouse gases and models for the estimation 

of their influence on the global climate have been examined by the members of several asso-

ciation interests by this subject like the Intergovernmental Panel on Climate Change (IPCC) 

and the International Energy Agency (IEA). Based on the assumptions of IPCC, the climate 

model global temperature increases between 1 and 6°C were predicted by the year 2100, while 

some regions might benefit from higher temperatures [6]. The IEA Agency estimates that CCS 

projects should contribute to about 15–20% of the total greenhouse gas emissions mitigation 

by 2050, and without the application of CCS, the overall costs to halve CO
2
 emissions by 2050 

would rise by 70% [5]. It has been estimated that geological formations worldwide are able 

to store more than 10,000 Gt of carbon dioxide; this huge quantity is large compared to the 

cumulated anthropic emissions of carbon dioxide [3].

Figure 2. CO
2
 phase diagram [2].
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4. EOR methods

Many EOR methods have been used in the past, with varying degrees of success, for the 

recovery of light and heavy oils, as well as tar sands. There are two main categories of EOR: 

thermal and non-thermal methods (include gas and chemical methods). Each main category 

includes some individual processes [7].

Thermal methods are primarily intended for heavy oils and tar sands; these methods recover 

the oil by introducing heat into the reservoir. Thermal method is based on a set of displacement 

mechanisms to enhance oil recovery. The most important mechanism is the reduction of crude 

oil viscosity with increasing temperature [8]. However, the viscosity reduction is less for lighter 

crude oil. Therefore, thermal methods have had limited success in the field of light crudes.

Non-thermal methods (gas and chemical methods) are normally used for light oils <100 cp. In a 

few cases, they are applicable to heavy oils <2000 cp, which are unsuitable for thermal methods.

Gas methods, particularly carbon dioxide (CO
2
), recover the oil mainly by injecting gas into 

the reservoir. Gas methods sometimes are called miscible process or solvent methods. The 

reservoir geology and fluid properties determine the suitability of a process for a given res-

ervoir. Currently, gas methods account for most EOR production and are very successful 

especially for the reservoirs with low permeability, high pressure, and lighter oil [9].

Vapor extraction (VAPEX) is among the gas methods (Figures 4 and 5). It is a promising 

technique for the recovery of heavy oils and bitumen in reservoirs where thermal methods, 

Figure 3. A schematic diagrams of possible CCS projects [5].
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such as steam-assisted gravity drainage (SAGD), cannot be applied. In the VAPEX process, 

a pair of horizontal injector-producer wells is employed. The gaseous hydrocarbon solvent 

(propane, butane, or a mixture of them) is injected into the deposit from the top well, and the 

diluted oil drains are gravitated downward to the bottom producing well. Recently, an attrac-

tive option was developed using CO
2
 as a solvent in the VAPEX process. The high solubility 

and viscosity reduction potential of CO
2
 could provide improvement to VAPEX performance. 

It also creates new opportunities for CO
2
 sequestration [10].

Chemical methods include polymer floods, surfactant flooding, alkaline flooding, and so on. 
The mechanisms of chemical methods are dependent on the chemical materials added into 

the reservoir. The chemical methods may provide one or several effects: interfacial tension 

Figure 4. The VAPEX heavy oil recovery process [11].

Figure 5. Mechanism involved in the VAPEX process [12].

Carbon Dioxide Chemistry, Capture and Oil Recovery246



reduction, viscosity reduction, wettability alteration, and mobility control. Meanwhile, there 
are many researchers on the background of EOR process; for a detailed review of enhanced 

oil recovery, we refer the interested reader to Thomas [7], and general classifications of these 
methods are shown in Figure 6.

5. Oil recovery by CO
2
 injection

5.1. CO
2
-EOR: definition and advantages

The combustion and flaring of fossil fuels produce large quantities of CO
2
. The Intergovern-

mental Panel on Climate Change stresses the need to control anthropogenic greenhouse gases 

in order to mitigate the climate change that is adversely affecting the planet. Moreover, in 
some fields, the hydrocarbon gases produced along with the oil are re-injected into the reser-

voir to enhance oil production. Nevertheless, in some fields, the hydrocarbon gas is sold, and 
the gas itself is considered as a source of energy. An attractive option is the use of CO

2
 as one 

of the main components of the solvent mixture for EOR process.

Enhanced oil recovery using CO
2
 is an attractive oil recovery process that involves the 

injection of CO
2
 to oil reservoirs and produce petroleum substances that would otherwise 

remain unrecoverable [13]. Typically, only around one-third of the oil is produced after 

primary and secondary oil recovery methods. Much of the remaining oil are trapped by 

capillary forces as disconnected drops, surrounded by water, or as a continuous phase at 

low saturation with gas occupying the larger fraction of the pore space. EOR operations 

Figure 6. Classification of EOR methods.
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using carbon dioxide have been practiced for more than 50 years; the results revealed that 

6–15% of original oil in place can be recovered by these kinds of processes [14].

The low saturation pressure of CO
2
 compared to CH

4
 or N

2
 and its low price compared with 

other hydrocarbon solvents are the incentives for the use of CO
2
 in the EOR process. Moreover, 

a mixture of hydrocarbon solvents with CO
2
 may be less likely to precipitate asphaltene, 

which is a great problem in enhanced oil recovery [15]. Furthermore, at high pressures, CO
2
 

density has a density close to that of a liquid and is greater than that of either nitrogen (N
2
) 

or methane (CH
4
), which makes CO

2
 less prone to gravity segregation compared with N

2
 or 

CH
4
 [16].

5.2. Oil recovery mechanisms by CO
2
 dissolution

When CO
2
 is injected into the reservoir, it interacts physically and chemically with rocks and 

fluids that are present in the reservoir, creating favorable mechanisms that can make enhance-

ment in oil recovery. Among these mechanisms include a high dissolution of CO
2
 into crude 

oil via mass transfer followed by the following aspects: an increase of oil density, a reduction 

of the viscosity of the original crude oil, vaporization of intermediate components of the oil, 

a reduction of CO
2
-oil interfacial tension, oil swelling, a reduction of water–oil interfacial ten-

sion, and an improvement of reservoir permeability [17].

The main scenario followed by CO
2
 sequestration is the mechanism of fluid density increas-

ing caused by the dissolution and mixing of injected CO
2
 into fluid. In the past, there are a 

set of studies that have not taken the effect of density increase from mixing into account; this 
mechanism in the modeling of CO

2
 injection has been ignored [18–21]. However, as shown 

in other studies, this may not be true; CO
2
 has an effect on the density of fluid that is pres-

ent in the reservoir [22, 23]. Its dissolution and mixing leads to density increase followed 

by density-driven natural convection phenomena. There are several published studies which 

reported that this phenomenon has a significant enhancement in hydrocarbon recovery and 
sequestration potential [24–27].

5.3. Literature review on EOR/EGR-CO
2

CO
2
 storage studies started almost two decades ago. Despite this fact, still vast areas of 

research have not been covered in detail in the area of coupled enhanced oil recovery with 

CO
2
 sequestration [28].

DeRuiter et al. [22] studied the solubility and displacement of heavy crude oils with CO
2
 

injection; they have found that the oils exhibit an increase in density due to CO
2
 solubility. The 

two samples in their study with API gravities of 18.5 and 14 exhibited an increase in density 

upon CO
2
 dissolution.

Morel et al. [29] and Le Romancer et al. [30] studied the effects of diffusion of nitrogen (N
2
) and 

CO
2
 on light oil using an outcrop core system. During 2010, Jamili et al. [31] simulated these pre-

vious experiments. These authors reported that diffusion was the main mass transfer mechanism 
between the matrix and fracture during nitrogen (N

2
) injection. On the other side, CO

2
 experi-

ments conducted have shown that both diffusion and convection were important mechanisms.
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Mehrotra and Svrcek [32–34] during the 1980s reported extensive experimental data on the 
dissolution of carbon dioxide on different bitumen samples in Alberta reservoirs. Their exper-

imental data confirm a higher solubility of carbon dioxide in bitumen, and they found that 
this solubility increases as the injection pressure increases.

Darvish et al. [35] performed a set of experiments of CO
2
 injection in an outcrop chalk core 

saturated with oil and was surrounded by an artificial fracture at reservoir conditions. These 
authors observed the production of gas enriched with methane at an early stage. Next, the 

amount of intermediate components increased in the production stream, and during the end 

of the experiments, the heavier components were recovered. Their results were also confirmed 
by simulation study performed by Moortgat et al. [36].

Malik and Islam [37] conclude that in the Weyburn field of Canada, horizontal injection wells 
have showed to be efficient for CO

2
-flooding process to improve oil recovery while increasing 

the CO
2
 storage potential. Besides employing horizontal wells, Jessen et al. [38] have applied 

different well control techniques including completion equipment for both injection and pro-

duction wells, at the same time improving the amount of injected and stored CO
2
 as well as 

enhancing oil recovery.

Recently, Li-ping et al. [39] conducted an evaluation study around Ordos Basin in Yulin city 

of China; this Basin was divided into 17 reservoirs and is considered as the first largest low-
permeability proliferous onshore basin in China with proved reserves more than 109 t. These 

authors conclude that Ordos Basin has good geographical and geological conditions for CO
2
 

storage, and it has nine reservoirs suitable for CO
2
 immiscible flooding and eight reservoirs suit-

able for CO
2
 miscible flooding. The average incremental oil recovery ratios for immiscible and 

miscible flooding are 6.44 and 12%, respectively.

The booming development and production of shale gas largely depend on the extensive appli-

cation of water-based hydraulic fracturing treatments. Hence, high water consumption and 

formation damage are two issues associated with this procedure. More recently, Pei et al. [40] 

investigated the feasibility of using CO
2
 for reservoir fracturing and enhanced gas recovery 

(EGR) in order to reduce water usage and resource degradation, guarantee the environmental 

sustainability of unconventional resource developments, and create new opportunity for CO
2
 

storage. This study shows that this proposed CO
2
-EGR process was mostly like to be success-

ful in the Barnett shale reservoir, but there are some scientific and engineering questions that 
need to be further investigated to push the proposed technology to be applicable in practice.

Song investigated the effect of operational schemes, reservoir types, and development param-

eters on both the amount of incremental oil produced and CO
2
 stored in high water cut oil 

reservoirs during CO
2
 water-alternating-gas (WAG) flooding by running a compositional 

numerical simulator. The author’s study shows that the five-spot pattern is more suitable 
for WAG flooding. Appropriately expanding well spacing improves the economic efficiency, 
even though the recovery factor decreases slightly. In addition, oil price, rather than CO

2
 

injection cost, is considered as the parameter that impacts the economic efficiency of WAG 
flooding more significantly [41].

Er et al. [42] investigated the effect of injection flow rate of CO
2
 on oil recovery using synthetic 

micro-scale fractured system saturated by normal decane (n-C
10

). The authors concluded that 
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for immiscible CO
2
 displacement, the amount of oil trapped in the system was reduced as 

well as increasing injection rates of carbon dioxide. They also observed that for miscible CO
2
 

conditions, higher CO
2
 injection rates yielded faster oil recovery.

Coal bed methane is also tested for enhanced gas recovery and CO
2
 storage; Blue Creek and 

Pocahontas are two fields of coal bed methane in USA. Pashin et al. [43] employed a diverse 

suite of well testing and monitoring procedures designed to determine the heterogeneity, 

capacity, injectivity, and performance of mature Blue Creek coal bed methane reservoirs. A 

total of 516 m3 of water and 252 t of CO
2
 were injected into coal in a battery of slug tests. The 

author’s results demonstrate that significant injectivity exists in this reservoir and that reservoir 
heterogeneity is a critical factor to consider when implementing CO

2
-enhanced methane recov-

ery programs. Based on the study by Grimm et al. [44], CO
2
-CBM project can be conducted in 

the stratigraphic interval below the Hensley Shale where this confinement horizon is greater 
than 183 m below the surface and is above the level of hydraulic fracturing in CBM wells.

6. Conclusion

With the decline of oil production and apparition of global warming problem caused by exces-

sive emission of carbon dioxide during the last decades, it is believed that EOR/EGR-CO
2
 

technologies will play a key role to meet the energy demand and better mitigation of climate 
change in the years to come. If we investigate at the great number of studies cited in this 

study, the subject of EOR-CO
2
 is being very important. Several physical and chemical mecha-

nisms are associated with CO
2
 injection, and the most important mechanism is the dissolu-

tion of carbon dioxide into fluid formation. It has been accepted from previous studies that 
the dissolution of CO

2
 increases fluid density, which results in a downward density-driven 

convection and consequently greatly enhances oil recovery and CO
2
 potential sequestration.
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Abstract.Many areas of south Algeria suffer from the problem of accumulation of sand on constructions. In fact, the 
phenomenon of sand silting causes technical and economical problems. Besides, these areas and other regions in 
Algeria suffer from the problem of unavailability of suitable sand for building. The use of dune sand offers an 
alternative solution for construction. In the same context, many researches confirm the possibility of using dune sand 
in the composition of concrete. In this paper, concrete made with dune sand was studied. For correction of the 
granulometry of dune sand by river sand, the rates of 50% DS + 50% RS and 40% DS + 60% RS were used. Also, 
two types of fibers were used, with 45 and 30 mm lengths, and diameters of 1 and 0.5 mm respectively. The 
percentage of the used fibers in the sand concrete was 1% and 1.5%. In this work an improvement of the 
compressive strength for the metal fibers reinforced sand concrete compared to plain concrete was obtained.

INTRODUCTION

Generally the Saharan areas suffer from the silting phenomenon in particular on basic infrastructures, 
causing economic and environmental damages.

The lack of construction sand especially in Saharan areas has a negative impact on the sand cost. Thereby, 
the abundance of dune sand in south of Algeria can contribute to solving this problem. Several researches were 
realized, studying concrete with normalized sand and dune sand. Many of them [1-4]revealed that dune sand 
present a low fineness modulus. For this, a granulometric correction of dune sand is necessary.

Several studies have shown the improvement of the compressive strength of the metal fibers reinforced 
concrete compared to the plain concrete[5-7]. In the same context Ramli and Thanon Dawood[8] concluded that 
the use of the steel fiber increases the compressive strength and that the best improvement is obtained when the 
steel fiber is 1.25% of the mortar mix. This is due according to the authors, to the mechanical bond between the 
cement paste and the steel fiber. Also Yazici et al.[9]attest that theusage of steel fiber in concrete increases the 
compressive strength of concrete by about 4 to19%.

The aim of this work is to inspect the effects of granulometric correction of dune sand and metal fibers 
incorporation in dune sand concrete.

MATERIALS

Sand

Two type of sand were used in this work, dune sand (DS) and river sand (RS) extracted from deposits
located in Ouargla (South Algeria). Table 1 presents physical proprieties of sands used.  
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TABLE 1.Physical properties of sands used.

Type Absorption (%)
Sand 

equivalent 
(SE) (%)

Fineness 
modulus 
(FM) (%)

Specific 
density 
(kg/m3)

Apparent 
)3density (kg/m

Dune sand 0.086 ± 0.003 98% ± 0.26 1.07 ± 0.01 2612 ± 3.60 1521 ± 6.60
River sand 0.080 ± 0.003 83% ± 0.55 2.80 ± 0.20 2608 ± 3.25 1668 ± 5.60
50% RS + 50% DS 0.083 ± 0.002 85% ± 0.45 2.08 ± 0.05 2610 ± 9.60 1594 ± 5.60
60% RS + 40% DS 0.082 ± 0.002 87% ± 0.33 2.25 ± 0.09 2610 ± 5.80 1609 ± 7.30

Cement

The used cement is a CPJ CEM II / A 42.5 from Ain Touta Algeria. The results of experience on this type of 
cement are given according to technical card [10] as shown in the Table 2.

TABLE 2.Physical result tests on used cement [10].
Final hardening (min)Primary hardening (min)Apparent density 

(kg/m3
Specific density 

(kg/m3)
18412821203034

Fiber

The used fibers were industrial metal fibers (Granitex). Two different metal fiber types were selected: 
corrugated fiber (F1), and hooked ends fiber (F2) (Fig.1).

The above mentioned fibre types have lengths of 45 and 30 mm, diameters of 1.0 and 0.5 mm and aspect 
ratios of 45 and 60 respectively for F1 and F2.

The properties of the selected metal fibres, used for the mixtures, are shown in Table 3. 

(a) (b)

FIGURE 1.Used metal fibers. (a): F1 Corrugated metal fibers, (b): F2 Hooked ends metal fibers. 

TABLE 3.Physical and mechanical properties of used fibers [11].
Fibers Length (mm) Diameter (mm) Tensile strength (MPa)

F1 45 1 1100-800
F2 30 0.5 600-800

SAND CONCRETE FORMULATION

For the formulation of plain concrete and metal fiber reinforced sand concrete, the proportions for a 
standardized mortar were used according to EN 196. In other word, one part of cement, three parts of sand for 
all the mixtures with and without fibers. For the determination of the amount of water LCPC maniabilimeter 
was used [ 21 , 31 ]. 

020023-2



.)3Mixtures proportions (1 mTABLE 4.
Mixtures Fibers (%) W/C Fibers (kg) Water (l) Cement (kg) )kg (Sand

100% DS
0.00 0.60 - 276.52 460.86 1382.61
1.00 0.60 78.50 271.30 452.16 1356.49
1.50 0.60 117.75 268.68 471.81 1343.43

50% DS+50%RS
0.00 0.55 - 255.27 464.13 1392.39
1.00 0.55 78.50 250.48 455.43 1366.29
1.50 0.55 117.75 248.09 451.08 1353.24

40% DS+60%RS
0.00 0.55 - 255.27 464.13 1392.39
1.00 0.55 78.50 250.48 455.43 1366.29
1.50 0.55 117.75 248.09 451.08 1353.24

MECHANICAL TESTING

Compressive strength of sand concrete was measured according to the standard EN 196-1. The rupture in 
compression of the specimens was realized according to the device shown in Fig.1, six specimens were used for 
each testing by using the following equation: 

FIGURE 2.Device of rupture in compression.

2b
FRc c (1)

Rc: compressive strength (MPa)
Fc :  load of rupture (N)
b2 : cross-sectional area (b = 40 mm)

RESULTS AND DISCUSSION

Effect of Granulometric Correction

Figure 3 shows the results of the compressive strength of plain concretes made with various sands 100% DS, 
50% DS + 50% RS and 40% DS + 60% RS.

Upper side of     
specimen 

Fc

Fc

40 mm

Fc

Fc

Rupture side in 
flexural 
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FIGURE 3.Compressive strength of plain concretes as a function of age.

The effect of the granulometric correction on the compressive strength of concretes is given in Fig. 3. These 
results show that there is an increase in the compressive strength of concretes made with proportions 50% DS + 
50% RS and 40% DS + 60% RS compared to plain concrete made with 100% dune sand. This increase in 
compressive strength was respectively of 20.51% and 21.89%. It is due to the correction of dune sand 
granulometry by river sand having a fineness modulus of 2.8.

Effect of Metal Fibers

Figure 4 indicates the results of the compressive strength of metal fiber reinforced sand concrete of fiber 
volume fraction 1% of F1.

FIGURE 4.Compressive strength of reinforced concrete as a function of age (1% F1).

Figure 5 shows the compressive strength of metal fiber reinforced sand concrete of fiber volume fractions 
1.5% (F1). 
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FIGURE 5.Compressive strength of reinforced concrete as a function of age (1.5% F1).

Figure 6 shows the compressive strength of metal fiber reinforced sand concrete of fiber volume fractions 
1.5% (F2). 

FIGURE 6.Compressive strength of reinforced concrete as a function of age (1% F2). 

Figure 7 shows the compressive strength of metal fiber reinforced sand concrete of fiber volume fractions 
1.5% (F2). 

FIGURE 7.Compressive strength of reinforced concrete as a function of age (1.5% F2). 
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The results shown in Figs. 4, 5, 6 and 7 indicate that the metal fiber reinforced sand concretes made with 
dune sand and river sand (50% DS + 50% RS and 40% DS + 60% RS), have the best compressive strength 
compared to metal fiber reinforced dune sand concrete with fiber volume fraction of 1% and 1.5%. However, 
the difference of the compressive strength of concretes prepared with (50% DS + 50% RS) and those of (40% 
DS + 60% RS) is insignificant for all mixtures with and without fibers.

Figure 8 indicates the compressive strength of metal fiber reinforced dune sand concrete (100% DS) of 
fiber volume fractions 1% and 1.5% (F1 and F2). 

FIGURE 8.Compressive strength of reinforced concrete as a function of age for mixtures made with 100% DS (F1+F2). 

According to the experimental results shown in Fig. 8, an increase in the compressive strength of metal fiber 
reinforced dune sand concretes was obtained compared to the plain concrete. This improvement is significant 
especially for the concretes reinforced by fibers F2 having length of 30 mm and a diameter of 0.5 mm with fiber 
volume fraction of 1% and 1.5%. This increase is respectively of 9.6% and 13.6%. For the reinforced concretes 
made with fibers F1 (lf = 45 mm, df = 1 mm), an improvement in compressive strength of 2.76% and 7.5% was 
obtained respectively with volume fraction of 1% and 1.5%. The best result of dune sand concrete was obtained 
by the mixture made with fiber F2 and a fiber volume fraction of 1.5%.

Figure 9 shows the compressive strength of metal fiber reinforced sand concrete (50% DS + 50% RS) of 
fiber volume fractions 1% and 1.5% (F1 and F2). 

FIGURE 9.Compressive strength of reinforced concrete as a function of age for mixtures made with 50% DS+50% RS 
(F1+F2). 
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FIGURE 10.Compressive strength of reinforced concrete as a function of age for mixtures made with 40% DS+60% RS 
(F1+F2). 

Figures 9 and 10 show the results of compressive strength of the concretes made with the proportions 50% 
DS + 50% RS and 40% DS + 60% RS reinforced by metal fibers F1 and F2. An improvement in the 
compressive strength of all mixtures reinforced with metal fibers compared to the plain concrete was obtained. 
Same as that of the dune sand concrete, the best result was obtained by the mixtures made with fibers F2 and 
fiber volume fraction of 1.5%.

Several authors attest that the reinforcement of concrete with metal fibers improves the compressive strength 
with increase of fiber volume fraction. Indeed, Belferrag et al.[3] concluded that the mixtures having a fiber 
volume of 1.5%, presented a better improvement of the compressive strength compared to those of 1%. In the
same context, Ait Tahar[6] found that improvement in compressive strength with fiber volume fractions of 1%, 
2% and 3% is respectively of 21.7%, 39% and 52% compared to plain concrete.

ECONOMIC BENEFITS

The use of dune sand in the confection of concrete reduces the needed quantity of river sand with an amount 
ranging between 40% and 50%. It can also reduce the phenomenon of desertification.

CONCLUSION 
Based on the experimental results, the following conclusions can be drawn:

Improvement of compressive strength of concretes made with 50% DS + 50% RS and 40% DS + 60%
RS was observed compared to plain concrete (100% DS);
The addition of metal fibers F1 and F2, improves compressive strength of sand concrete;
The increase of fiber volume fraction in sand concrete, improves compressive strength;
The best result of compressive strength was obtained for the mixtures, made with fiber F2 and volume
fraction of 1.5%;
Improvement of compressive strength is affected by the type of fiber.
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ABSTRACT  

The purpose of this study is to study experimentally the hydraulic jump evolving in a symmetric 

trapezoidal channel with a positive slope, requires the use of an experimental protocol, and to 

find experimental relations linking the characteristics of the formed projection. The 

experimental study investigated the variation of the relative height S = s / h1 of the threshold as 

a function of the Froude F1 number of the incident flow, for five distinct values of the slope of 

the channel. 

Keywords: Hydraulic jump, trapezoidal channel, damping basin, trapezoidal channel with 

positive slope, suddenly varied flow. 
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1. INTRODUCTION 

L'étude du ressaut hydraulique évoluant dans un canal trapézoïdal symétrique à un angle d’ouverture 

de 72,68° à pente positive, nécessite l'utilisation d'un protocole expérimental, afin d'estimer d'une part 

le coefficient de correction k évoqué dans l'étude théorique, et d'autre part de trouver des relations 
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empiriques liant les caractéristiques que l'on ne peut évaluer théoriquement.  

Dans cette présente recherche nous allons aborder d’abord la description des essais effectués pour 

cette étude. Nous décrirons en premier lieu le protocole expérimental, constitué du canal trapézoïdal, 

des appareils et instruments utilisés pour la mesure des caractéristiques du ressaut hydraulique. 

Nous passerons à la procédure expérimentale suivie par des essais en second lieu,et en dernier lieu 

nous exposerons enfin les résultats obtenus. 

 

1.2. PROTOCOLE EXPERIMENTAL 

Le canal de mesures (figure 1 et photo 1) qui nous a servi de banc d’essai est de section 

trapézoïdale, il est constitué essentiellement par une structure métallique rigide, sur laquelle 

est fixé latéralement, des deux cotés une série de 6 panneaux transparents en plexiglas 

permettant les  prises de vue et observations. Ces panneaux sont reliés entre eux par collage 

au silicone. L’étanchéité est assurée par des joints en caoutchouc et par le silicone. Un vérin 

manuel est utilisé pour varier la pente du canal (photo 5). 

Le banc d'essais est constitué d’un grand canal rectangulaire dans lequel est inséré un canal de 

mesure de section trapézoïdale, caractérisé par une largeur de base 20cm, de longueur 6m et 

un angle d'inclinaison des parois latérales de 72,68° ; relier à un bassin d'accumulation par le 

moyen d’une conduite circulaire de 115 mm de diamètre. Celle-ci est reliée à une boite 

métallique fermée (photo 2), sur laquelle est insérée une ouverture en tôle de section 

trapézoïdale (photo 3) débouchant dans le canal. Le rôle de ce dernier est de générer un 

écoulement incident à grande vitesse. La section de sortie de celle-ci est variable et sa hauteur 

correspondra à la hauteur initiale h1 du ressaut.L’ensemble fonctionne en circuit fermé dans 

lequel et insérée une pompe axiale (photo 4) débitant jusqu’à 44 l/s.  

Le réglage des débits volumes s’effectue par manipulation de la vanne et sont mesurés à l’aide 

d’un débitmètre à affichage numérique (voir photographies cidessous).  
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Fig.1. Schéma simplifié du canal de mesure de section trapézoïdale, ayant servi à 

l’expérimentation. 

   

Photo 1: Photographie du canal de mesure utilisé.  

                               

Photo 2: Photographie de la boite en charge.        Photo 3: Photographie d’une série de convergent 

     
 Photo 4: Photographie d’une Pompe centrifuge Photo 5: Photographie d’un vérin manuel  
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Photo6: Photographie de la série de seuil   Photo7: convertisseur du débitmètre électromagnétique  

 

 

 

Photo 8: écran d’affichage des débits 

 

1.3. Description des essais  

L’étude expérimentale s’est intéressée au ressaut hydraulique contrôlé par seuil mince dans un 

canal trapézoïdal à pente positive. Les caractéristiques étudiées sont: le débit volume Q, la 

hauteur initiale h1, mesurée au pied de ressaut, la hauteur finale h2, mesurée au droit de la 

longueur du rouleau, la hauteur s du seuil, l’angle d’inclinaison α du canal par rapport à 

l'horizontale, la longueur Lr du rouleau, mesurée à la fin de la formation du ressaut et la 

longueur Lj du ressaut, mesurée dans le même endroit de la hauteur finale h2.  

Celles-ci sont formulées sous forme adimensionnelle pour composer les rapports suivants: le 

nombre de Froude F1 de l’écoulement incident, le rapport Y = h2/h1 des hauteurs conjuguées 

du ressaut, la hauteur relative S = s/h1 du seuil, la longueur relative λj = Lj/h1 du ressaut, et le 

coefficient de forme du canal M = mh1/b.  

L’expérimentation a été menée sous cinq hauteurs initiales : h1 (mm) = 20 ; 30 ; 40 ; 50 et 

60mm. Pour chaque hauteur h1 choisie, on donne au canal cinq positions d'inclinaison d'angle 

 correspondant chacune a une valeur bien déterminée de la pente positive, de sorte que la 

tangente de l'angle d'inclinaison  par rapport à l'horizontale, prend les valeurs suivantes 

(en %) : 0 ; 0,5 ; 1 ; 1,5 et 2. Une gamme assez pratique de nombres de Froude incident a été 
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ainsi obtenue: 1 < F1 < 14. 

Des seuils de différentes hauteurs‘s’ ont été testés (photo 6), afin d’observer leur influence sur 

le contrôle du ressaut; vingt-sept seuils ont ainsi été confectionnés, dont la hauteur s varie 

entre 3 cm et 26 cm. 

Pour une hauteur h1 et pour une hauteur s et une position x du seuil de l’écoulement incident, 

l’augmentation du débit volume Q, provoque l’apparition d’un ressaut.  

Le couple de valeur (Q, h1) permet le calcul du nombre de Froude F1 de l’écoulement incident. 

L’accroissement de F1 entraîne à la fois le déplacement du ressaut vers l’aval ainsi 

l’augmentation de sa longueur du rouleau Lr et du ressaut Lj. La distance x sur laquelle le 

ressaut s’étend augmente également et pour ramener le pied de celui-ci dans sa position 

initiale, c’est à dire à environ 5 cm de la sortie du convergent, la hauteur s du seuil situé à 

l'extrémité aval du canal doit être augmenté. Ainsi à chaque valeur du nombre de Froude F1 

correspondent une valeur de la longueur Lj du ressaut et une valeur de la hauteur s du seuil. 

Les photos 9 et 10 illustrent deux configurations typiques de ressaut contrôlé par seuil mince 

en canal trapézoïdale symétrique, respectivement à pente nulle et incliné d'un angle  par 

rapport à l'horizontal, pour la même hauteur initiale h1 = 30mm et à débit volume croissant. 

 

Figure 2: Schéma simplifier d'un ressaut hydraulique évoluant dans un canal à pente positive 

  

                    

Photo 9:Photographie d’un ressaut hydraulique  photo10:Photographie d’un ressaut hydraulique  

 

Contrôlé à pente nulle F1 =6, 63; s =7 cm;     contrôlé à pente positive F1 =8, 96;  

Lj =110 cm; h2 =13,7 cm ; tang()=0       s =17cm; Lj =164 cm  h2 =20,8 cm ; tang()=0,01                         
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Pour obtenir les résultats expérimentaux, nous avons suivis les étapes suivantes:   

Mesure de l’angle d’inclinaison α par rapport à l’horizontal; 

Mesure de la longueur Lr du rouleau; 

Mesure de la longueur Lj du ressaut; 

Mesure de la hauteur géométrique s du seuil; 

Mesure de la hauteur conjuguée aval h2 du ressaut; 

Mesure du débit volume ; 

Calcul du nombre de Froude F1 de l’écoulement incident, par application de la relation   

2. RESULTS ET DISCUSSION   

Les figures (3-7) montrent la variation de la hauteur relative s/h1 du seuil en fonction du nombre de Froude 

F1, pour cinq angles d’inclinaison α distincts, tels que :tang (α) = 0.00, 0.005, 0.01, 0.015, 0.02. 
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Figure 3 : Variation du rapport s/h1 en function    Figure 4:Variation du rapport s/h1 en 
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 Figure 5: Variation du rapport s/h1               Figure 6 : Variation du rapport s/h1 

en fonction du nombre de Froude F1,              en fonction du nombre de Froude F1, 

pour tang(α) = 0,01. (ο) Points expérimentaux        pour tang (α) = 0,015.(ο) Points  
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 Figure 7 : Variation du rapport s/h1 en fonction 

du nombre de Froude F1,pour tang(α) = 0,02. 

(ο) points expérimentaux ;  (—) Courbes d’ajustement 

Selon les figures( 3-7), l’ajustement des mesures expérimentales a montré que la  variation du rapport s/h1 

en fonction du nombre de  Froude F1 de l’écoulement incident suit une loi de type  linéaire de la  forme 

s/h1= a (F1) + b.  

Le tableau 1 représente les paramètres a et b pour les cinq valeurs de pente considérées. 

Tableau 1 : Valeurs des paramètres a et b .    

Ce tableau montre clairement que les paramètres a et b sont fonction de la pente du canal et augmente 

progressivement avec l'augmentation de tang (). 

Les figures 8 et 9 montre l'ajustement statistique des couples de valeurs (a, tang (α)) et (b, tang (α)) par la 

méthode des moindre carrés. 

                        Tableau 1 : Valeurs des paramètres a et b .    

  tang (α)  a  b  

  0,000  0,81  -0,97  

0,005  0,89  -0,35  

0,010  0,96  -  

0,015  1,11  0,38  

0,020  1,30  0,40  

a = 23,578 tan(α) + 0,7792

R
2
 = 0,9502

0,8

0,9

1

1,1

1,2

1,3

0 0,005 0,01 0,015 0,02

tan α

a

     

b = 69,322 tan(α) - 0,8293

R
2
 = 0,9324
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Figure 8 : Variation du paramètre 'a'     Figure 9 : Variation du paramètre 'b' en fonction de  

     en fonction de tang( α).                           tang( α). 
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Figure 10. Variation de la relation f (F1,)  en fonction 

de la hauteur relative  s/h1  du seuil. (o) Points 

expérimentaux. () Première bissectrice d’équation: f (F1,)  = s/h1. 

La figure 10 montre que les points se répartissent de manière quasi uniforme autour de la première 

bissectrice.  

Les figures 8 et 9  montrent clairement que la variation de a et de b en fonction de la pente (tang(α)) du 

canal suit une loi linéaire pour les deux paramètres, selon les relations suivantes: 

  a=23,578 tang (α) + 0,7792 ;       (1) 

  b=69,322 tang (α) - 0,8293;        (2) 

En remplaçant les paramètres a et b par leurs expressions respectives dans la relation  s/h1= a (F1) + b on 

obtient la relation générale : s/h1 = (23,578 tang (α) + 0,7792) F1 +  69,322 tang (α) - 0,829     (3)  

       avec  1,52 < F1 < 13,64 ;    0  tang ()  0.02 

La figure 10 confirme que la relation (3) représente un assez bon ajustement pour la détermination de la 

hauteur relative s/h1 du seuil, connaissant le nombre de Froude incident F1, et l’inclinaison (α) du canal.                                                                                              

 

3. CONCLUSION  

Cette présente recherche a été consacrée à l'étude expérimentale du ressaut hydraulique dans 

un canal de section droite trapézoïdal à pente positive variable. Nous avons décrit dans un 

premier temps, le modèle physique qui nous a servi de banc d'essai, ainsi que les instruments 

et l’appareillage utilisé pour la mesure des caractéristiques du ressaut hydraulique, moyennant 

quelques schémas et des photographies. Dans un second temps, nous avons expliqué la 

procédure expérimentale suivie pendant les essais. Passant en troisième temps aux résultats 

expérimentaux, cinq (05) hauteurs initiales h1 ont été testées vingt (20) seuils s de hauteurs 

différentes et cinq (05) inclinaisons du canal par rapport à l'horizontale. Une large gamme des 

nombres de Froude incidents a été ainsi obtenue. L’étude expérimentale s’est intéressée, à la 
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variation de la hauteur relative S = s/h1 du seuil en fonction du nombre de Froude F1 de 

l'écoulement incident, pour cinq valeurs distinctes de la pente du canal. Cinq nuages de points 

distincts, correspondant chacun à une valeur bien déterminée de la pente du canal. 

L’ajustement des mesures expérimentales a montré que la variation du rapport S en fonction 

du nombre de Froude F1 de l’écoulement incident suit une loi de type linéaire de la forme 

s/h1= a (F1) + b, régissant le ressaut hydraulique qui s’évolue en canal trapezoidal à pente 

posirive. 

 

5. REFERENCES 

1 Achour, B., Debabeche, M., (2003), Ressaut contrôlé par seuil dans un canal profilé en U, J. 

Hydraulic Research, vol. 41, N0.3,pp.319-325. 

2 Achour, B., Debabeche, M., (2003), Control of Hydraulic jump by sill in a triangular channel, J. 

Hydraulic Research, Vol. 41, No. 3, pp. 97-103  

3 Anderson, V., M. (1978). Undular hydraulic jump, Proc., ASCE, J. Hydraulic Division, Vol. 

104(HY8), pp. 1185-1188, discussion 1979, 105 (HY9), 1208-1211, 1980,106(HY7), 1252-1254.   

4 Debabeche, M., (2003), Le ressaut hydraulique dans les canaux prismatiques, Doctorat d’état, 

Département d’Hydraulique, Université de Biskra. 

5 Debabeche, M., (2008), Les écoulements brusquement variés, cours de 1ère année magister, 

polycopié, Université de Biskra. 

6 Debabeche, M., Achour, B., Effect of sill in the hydraulic jump in a triangular channel, J. 

Hydraulic Research Vol. 45, No. 1, (2007), pp. 135–139.  

7 Debabeche, M., Cherhabil, S., Hafnaoui, A. et Achour, B. (2009), Hydraulic jump in a sloped 

triangular channel, Can. J. Civ; Eng. 36: 2009, 655-658 

8 Ghomri, A., Debabeche, M., Riguet, F., Etude semi théorique du ressaut hydraulique 

évoluant en canal profilé en U, à fond rugueux, Revues des sciences fondamentales et 

appliquées, centre universitaire d’Oued Souf, No 1 , 2009, pp. 41-56. 

9 Ghomri, A., Debabeche, M., Riguet, F., Etude expéimentale du ressaut hydraulique 

évoluant dans un canal en U à fond rugueux, Revues des sciences fondamentales et appliquées, 

centre universitaire d’Oued Souf, No 1 , 2009, pp.80-103. 



A. Ghomri et al.           J Fundam Appl Sci. 2018, 10(1), 191-200               200 
 

 

10 Ghomri, A., Riguet, F. , Debabeche, M. Riguet, F, Journal of Fundamental and Applied 

Sciences, Université Hamma Lakhdar El Oued, No 4(2) , 2012, pp.1-15. 

11 Hager, W.H., Wanoschek, R (1989), Hudraulic jump in trapezoidal channel, J. hydraulic research, 

Vol. 27, 1989, N.3.  

  

How to cite this article: 

Ghomri A, Riguet F, Khechana S. Contribution to the experimental study of the hydraulic 

jump in trapezoidal channel with positive slope. J. Fundam. Appl. Sci., 2018, 10(1), 191-200. 



See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/295097277

Failure of a Vertical Drainage System Installed to Fight the Rise of

Groundwater in El-Oued Valley (SE Algeria): Causes and Proposed Solutions

Article  in  Journal of Failure Analysis and Prevention · February 2016

DOI: 10.1007/s11668-016-0071-8

CITATIONS

0
READS

235

5 authors, including:

Some of the authors of this publication are also working on these related projects:

Call for Papers: The 1st IEEE International Conference on Communications, Control Systems and Signal Processing CCSSP 2020 View project

effect of electron energy distribution on atomic data View project

Salim Khechana

université d'El Oued

17 PUBLICATIONS   20 CITATIONS   

SEE PROFILE

Abdelmonem Miloudi

El-Oued University

6 PUBLICATIONS   3 CITATIONS   

SEE PROFILE

Ali Ghomri

El-Oued University

13 PUBLICATIONS   7 CITATIONS   

SEE PROFILE

El Habib Guedda

El-Oued University

25 PUBLICATIONS   14 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Derradji El Fadel on 21 February 2018.

The user has requested enhancement of the downloaded file.



1 23

Journal of Failure Analysis and
Prevention
 
ISSN 1547-7029
 
J Fail. Anal. and Preven.
DOI 10.1007/s11668-016-0071-8

Failure of a Vertical Drainage System
Installed to Fight the Rise of Groundwater
in El-Oued Valley (SE Algeria): Causes and
Proposed Solutions

Salim Khechana, Abdelmonem Miloudi,
Ali Ghomri, El Habib Guedda & El-Fadel
Derradji



1 23

Your article is protected by copyright and

all rights are held exclusively by ASM

International. This e-offprint is for personal

use only and shall not be self-archived in

electronic repositories. If you wish to self-

archive your article, please use the accepted

manuscript version for posting on your own

website. You may further deposit the accepted

manuscript version in any repository,

provided it is only made publicly available 12

months after official publication or later and

provided acknowledgement is given to the

original source of publication and a link is

inserted to the published article on Springer's

website. The link must be accompanied by

the following text: "The final publication is

available at link.springer.com”.



TECHNICAL ARTICLE—PEER-REVIEWED

Failure of a Vertical Drainage System Installed to Fight
the Rise of Groundwater in El-Oued Valley (SE Algeria):
Causes and Proposed Solutions

Salim Khechana . Abdelmonem Miloudi . Ali Ghomri .

El Habib Guedda . El-Fadel Derradji

Submitted: 30 August 2015 / in revised form: 20 November 2015

� ASM International 2016

Abstract El-Oued Valley suffers from the problem of

rising groundwater which affects agricultural and urban

areas and degrades all aspects of the socioeconomic life of

its inhabitants. This problem, which appeared in the 1980s,

is primarily a result of overexploitation of deep ground-

water, lack of sanitation network, and discharge of

wastewater directly into the unconfined aquifer. To solve

this problem, a megaproject was carried out, based on the

principle of sewerage, to drain and evacuate excess water

after treatment to a discharge site 70 km north of the

region. In this project, the blade of groundwater above

elevation of 60 m should be drained through wells of a

vertical drainage system. However, the expected results

have not been achieved in most affected cities, where the

groundwater level continues to rise. Herein, we propose a

solution to this problem, based on a new explanation of the

hydrogeological structure of the unconfined aquifer that

drives the rising groundwater to the surface. The main part

of this research is based on interpretation of well tests

carried out in wells of the vertical drainage system.

Keywords El-Oued Valley � Rising groundwater �
Unconfined aquifer � Vertical drainage system �
Hydrogeological structure � Well tests

Introduction

Groundwater is an important source of fresh water for

humans, animals, and plants on Earth [1]. Unfortunately,

several Algerian regions, especially those located in the

Sahara, today face problems related to quantitative and

qualitative aspects of water resources, mainly due to ris-

ing groundwater from aquifers, which is harmful to

agriculture and habitats [2]. This problem has negative

consequences for the environment and health, as shown

by Photos 1 and 2 [3].

To date, hydrogeological studies analyzing this rising

groundwater phenomenon have assumed that the aquifer is

homogeneous and formed only by sands characterized by

high hydraulic conductivity [4]. However, in reality, the

aquifer is heterogeneous, consisting of layers of clay, marl,

and gypsum.

The failure to account for such heterogeneity has led to

misinterpretation of pumping test results, in turn influenc-

ing the design of well tubes and the position of their

screens.

This paper reports new understanding on the rising

groundwater phenomenon in El-Oued Valley, based on

analysis of well test data, which indicates that the uncon-

fined aquifer is composed of two layers, probably separated

by lenses of clay and sometimes sandy clay.

Methods and Materials

Geological and Hydrogeological Data of Study Area

The study zone is located in southeast Algeria (Fig. 1), in

the center of a large synclinal basin; it is known as low

Sahara because of its low altitude. It occupies an area of
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11,738 km2 and includes over 500,000 inhabitants. It is

bounded by the following Lambert coordinates system [5]:

• X = 275,200/322,000

• Y = 3,665,000/3,743,000

The geology of the El-Oued region has not been exten-

sively studied by researchers, and not in sufficient detail to

understand the internal structure of superficial layers. A

review of all existing geological work is summarized in

Cretenet’s report [5]. Figure 2 shows a geological cross-

section (AB in geological card) established by the National

Agency of Water Resources [6].

All geological cross-sections carried out by the

Direction of Water Resources (DWR) based on logs from

deep boreholes pay little attention to the surface layers

and do not have sufficient accuracy to determine the basis

of the unconfined aquifer [7]. Close to the study area, the

depth of clay and gypsum layers is greater than 60 m

(Fig. 3).

Geophysical prospecting (by electrical soundings) along

line CD with length of 500 m was carried out by the

National Company of Geophysics (NCG) in the region,

showing that there are three distinct fields [8]:

– Sands and gravels with high resistivity

– Clayey sands and sandy clay with intermediate

resistivity

– Clay with low resistivity

The clay depth in Oued-Souf varies between 10 and 100 m,

and the thickness of the unconfined aquifer ranges between

0 and 60 m [9].

Causes of Rising Groundwater

One can summarize two causes of the rising groundwater:

(a) Overexploitation of deep aquifers (Pontian and

Albian aquifer). Before 1980, the water balance of

groundwater was in equilibrium and advocated by

all users. The problem emerged in the early 1980s

following growing water demand by different (do-

mestic, agricultural, and industrial) users, requiring

use of deep aquifers characterized by high flows

(approximately 200 l/s for the Pontian aquifer and

400 l/s for the Albian aquifer).

(b) The sanitation systems applied (septic tanks or

cesspools). Before completion of this project, the

area was devoid of a sewerage system; the majority

of residents used traditional systems for evacuating

wastewater, allowing sewage infiltration into the

water table. Use of nonstandardized tanks is aFig. 1 Location of study area (Wilaya of El-Oued)

Photo 2 Groundwater rising to the surface in agriculture area—reeds

replace dead palm trees, leading to a decrease in agricultural output

Photo 1 Backfilling of rising groundwater by home waste—degra-

dation of urban area and impact on inhabitants in terms of health and

environment due to contamination
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principal cause of the rising groundwater, because of

their numbers and the incredible amount of water

they carry directly into the water table.

Consequences of Rising Groundwater

The implications of rising groundwater are diverse:

(a) On the economy. Rising water often causes pollution

that causes the death of thousands of palm trees,

which symbolize the wealth of the region (Photo 2),

being the main source of livelihood for the people of

El-Oued. This situation causes abandonment of

oases, and even farming activities by individuals.

Owners are forced to look for another source of

livelihood, and large cities are often their main

destinations, leading to other social problems such

as rising unemployment rates and the demand for

housing and education.

(b) On public health and the environment. These

impacts are even more harmful because they alter

human life and the natural wealth of the region

(hydric and landscape). Some residents take advan-

tage of the degraded state of flooded areas, using

them to reject their domestic waste. These flooded

areas have therefore unfortunately been trans-

formed into ‘‘dustbins’’ and have become a

source of harm that threatens citizens and harms

their quality of life (Photo 2), due to the prolifer-

ation of mosquitoes and the spread of unwanted

odors from polluted water and garbage, especially

when burned.

(c) On habitat. Rising groundwater has caused the

destruction of several houses.

Solutions Implemented to Solve the Problem of Rising

Groundwater

El-Oued Valley has a very important reservoir of ground-

water, in the form of three aquifers: the unconfined aquifer

and two confined deep aquifers [10]. Table 1 summarizes

the aquifer systems in the region [11].

Many efforts have been made to fight the rising

groundwater, the most important among them being a

megaproject named ‘‘sewerage of wastewater and drainage

of residual, rainfall, and irrigation water in El-Oued Val-

ley,’’ planned and funded by the Ministry of Water

Resources and implemented by national and international

companies.
Fig. 2 Geological map of study area (extract from map of northern

Sahara, G. Busson 1970)

Fig. 3 Geological cross-section

extracted from lithological logs

of drills [6]
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A general overview of this project is presented in Fig. 4,

indicating that it is essentially based on four plans [12]:

Sewerage Plan

Before inception of this project, there was no sewerage

network in the region. Two types of wastewater collection

are used: a sewerage system with a network of 750 km and

a self-cleaning system.

Purification Plan

Four purification stations have been proposed in the region.

The treatment type chosen is airy lagoon.

Evacuation Plan

All treated wastewater with drainage water will be for-

warded through a transfer collector, oriented south–north to

70 km north of the valley.

Drainage Plan

The proposed drainage scheme is a vertical drainage sys-

tem composed of a network of 58 wells, connected to

34 km of pipes and having depths between 21 and 40 m

(Fig. 5). The wells are equipped with submersible pumps

and can extract 6 l/s at a separation of 500 m; the drained

water is led to the existing pumping station (ST10), from

where it is sent on for final discharge (70 km to the north of

the region).

Depending on the water balance, the excess water is

estimated at 22,185 l/day [4]. The objective of this system

is to drain this excess, such that the water table is at 1 m

depth in the lowest area (Chott and Sidi-Mestour Cities), to

ensure self-sewerage and increase the purifying power of

soil.

Each drainage well contains, from bottom to top, 2 m of

full tube, 8 m of strainer (screen), with the rest of the well

being a full tube (with length depending on the topographic

level of the well) so that the bottom of all drains is at an

elevation of 48 m (Fig. 5).

Failure of Existing Drainage System

After 2 years of operation, the expected results of the

vertical drainage system have not been achieved, with

groundwater continuing to rise in the same cities, while the

flow rates of some drains are very low.

The management of the drainage project lacked a tool to

understand the cause of the failure of the vertical drainage

system in most cities affected by this phenomenon (Chott

and Sidi-Mestour Cities). To address this, we performed

well tests in three drains of the vertical drainage system.

Description of Well Tests

Accurate analysis of well tests carried out in the unconfined

aquifer in the El-Oued region is considerably hindered by

difficulties in describing the internal structure of this

reserve with precision [4, 10]. The spatial distribution of

the various domains that are heterogeneous and have dif-

ferent permeability frequently seems strongly

unpredictable, if not totally random [10]. However,

knowledge of such structures is needed to determine the

flow path in different zones and understand whether there

are tight limits or imposed flow [13].

To determine the limits of the unconfined aquifer and

whether there are anomalies in the internal structures of the

ground, we carried out well tests of the drainage system

Table 1 Aquifer systems in El-Oued Valley

Hydrogeological nature Lithological nature Stage Era

Unconfined aquifer Sands
Quaternary

Impermeable Layer Clay

Pontian aquifer

1st layer of sand Sands Pliocene Tertiary

Semipermeable layer Gypsum clay

2nd layer of sand Sands, gravels Pontian Miocene

Impermeable layer Clay, lagoonal marls Middle Eocene

Limestone aquifer (permeable) Limestone cracked Less

Cretaceous (Senonian) Cretaceous Secondary carbonate

Semipermeable Evaporites, clays Lagoon Senonian

Impermeable layer Clay, marl Cenomanian

Albian aquifer Sands and sandstone Albian
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(D05, D20, and D53) in the winter of 2014 with duration of

24 h, recovery time of 12 h, and pumping rates of 2.8, 2.5,

and 5.10 l/s, respectively. We chose these drains because

of their low rates (less than 6 l/s) measured at the end of the

drilling operation and their locations in the cities most

affected by the problem of rising groundwater.

The response of the hydraulic head to the pumping was

observed at the same drains and at two sumps (SD5 and

SD20) in the vicinity of D5 and D20 (Fig. 6). After the

24 h of the well test, we proceeded to pump in the sumps

(SD5 and SD20), using an emerged pump, while the depth

of water was observed in the nearby well (D5 and D20).

The descent and ascent curves during the well tests are

shown in Fig. 7.

Variation of Piezometric Levels

At the beginning of pumping, the water level in the

pumping wells fell rapidly [14].

At well D05, the static water level was 1.34 m and the

pumping rate was 2.8 l/s. The drawdown reached over

6.5 m after 3 min of pumping and 6.96 m after 1440 min

(24 h). The water level at well D05 thus showed an

immediate response to pumping, with fast drawdown in a

reduced time (3 min), after which the drawdown reached

only 0.51 m in the remaining pumping time. Two minutes

after stopping pumping, the water level had risen rapidly

up to 6.5 m, after which it showed a steady increase with

time.

At a distance of 12 m from drain D05, sump SD05 was

used as an observation point. The response of the hydraulic

head in SD05 was very slow, and the water level had

decreased by only 1–2 cm even after 4 h since pumping

had started.

During pumping in sump SD05, we did not record any

change in the water level of well D05.

At well D20, the static water level was 0.35 m and the

pumping rate was 2.5 l/s. The drawdown reached over

11.70 m after 7 min of pumping and 12.61 m after

1440 min (24 h). The water level at well D20 showed an

immediate response to pumping with fast drawdown in a

reduced time, after which the drawdown showed a steady

increase with time (reaching 0.91 m in the remaining

pumping time). Five minutes after stopping pumping, the

water level had risen rapidly up to 6.28 m, after which it

showed a steady increase with time.

At a distance of 17 m from well D20, sump SD20 was

used as an observation point. The response in SD20 was

very slow too, with only 1–3 cm of drawdown being

recorded even after 4 h since the start of pumping.

During the pumping in sump SD20, we also did not

record any change in the water level of drain D20.

At well D53, the static water level was 7.10 m and the

pumping rate was 5.10 l/s. Drawdown reached over 7 m
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after 3 min of pumping and 7.47 m after 1440 min (24 h).

The water level at well D53 thus showed an immediate

response to pumping with fast drawdown in a reduced time

(3 min), after which the drawdown showed a steady

increase with time (reaching only 0.51 m in the remaining

pumping time). Two minutes after stopping pumping, the

water level had risen rapidly up to 7.75 m, then the residual

drawdown showed a decrease with time.

Discussion and Interpretation of Results

One can divide the curves of the well tests into two parts:

• The descent curve. This curve shows two phases:

The first results from the effect of the well capacity,

characterizing the aquifer–well couple and yielding an

empty well without the water aquifer [15].

The second part of the curve is a steady increase in the

drawdown versus time [16], which allows us to draw a line

of slope C that reflects the presence of an unlimited aquifer

[13].

According to Theis [17], the transmissivity T can be

calculated as

T ¼ 0:183Q

C
;

where Q is the pumping rate (l/s) and C is the slope of the

drawdown line.

After numerical calculation, we found that:

At well D05, Q = 3 l/s and C05 = 4.2, yielding

T = 0.183Q/C05 = 2.18 9 10�4 m2/s.

At well D20, Q = 2.5 l/s and C20 = 4, yielding

T = 0.183Q/C20 = 1.14 9 10�4 m2/s.

At well D53, Q = 5.10 l/s and C53 = 3.9, yielding

T = 0.183Q/C53 = 2.39 9 10�4 m2/s.

• The increasing curve shows two distinct phases:

A first phase in which a rapid rise of water level is

observed due to the phenomenon of postproduction and the

recovery of the hydraulic head in the pumping well [18].

A second phase, in which the steady increase in the

water level indicates a normal rise in the water table, where

the residual drawdown is [17]

s0 ¼ Q

4pT
� log

t þ t0

t0

� �
) s0 ¼ Q

4pS
� log 1þ t

t0

� �
:

When analyzing the recovery data, the drawdown (h0 � h)

is referred to as the residual drawdown (s0) and is expressed
as the difference between the original water level before

the start of pumping and the water level measured at a time

(t0) after the cessation of pumping [19]. Recovery data were

transformed according to the following equation:

T ¼ Q

4pC
:

It is generally known that the transmissivity or hydraulic

conductivity as estimated from well tests is much lower

than obtained from pumping tests [20]. In pumping tests

carried out in 2002 by the National Sanitation Office

(NSO), the values of transmissivity were between

1.54 9 10�3 m2/s at the northern site and 8.3 9 10�3 m2/s

at the southern site. The average transmissivity was

3.77 9 10�3 m2/s [4].

The water level in the sumps did not change during

pumping in the wells, and likewise pumping in the sumps

did not show any influence on the groundwater level in the

drainage wells, despite the small distance between them

(12 or 17 m). This confirms the existence of a sealed limit

separating the two aquifers [13]: the first aquifer is below,

providing water pumped from the drainage wells, while

the second lies on top, containing the water that appears in
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drainage network
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Fig. 7 Drawdown and residual drawdown observed in (a) D05, (b) D20, and (c) D53
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the sumps (SD05 and SD20). This sealing is probably due

to:

– The existence of a fault between the wells and sumps,

which appears unlikely due to the predominance of

sandy formations characterizing this inactive seismic

area

– The presence of impermeable or semipermeable for-

mations (sandy clays, clayey sands) resulting in

compartmentalization of a multilayer aquifer, as shown

in Fig. 8

The existence of two discontinuous aquifers is confirmed

by:

– The constancy of the water level in drains D05 and

D20 following continuous pumping in sumps SD05 and

SD20, respectively

– The constancy of the water level in the sumps

following continuous pumping in the wells.

Conclusions and Recommendations

Rising groundwater is a known problem in El-Oued Valley,

affecting the life of inhabitants. The local authorities have

supported implementation of a megaproject primarily

based on the principle of disposal of surplus water through

a vertical drainage system composed of 58 drains.

After 2 years of operation of this system, the water in

the unconfined aquifer still rises to the surface in most

affected cities (Chott and Sid Mestour).

To address this situation and understand the cause of the

failure of this system, we carried out well tests in these

cities. The interpretation of these well tests is based on the

observation of the water level in the same wells as well as

nearby sumps, showing discontinuity between the water

pumped from wells and sumps. This allows us to state that

the unconfined aquifer in the region is not homogeneous,

but rather has some heterogeneity and is intercalated by

clay lenses at shallow depths. These clay lenses act as a

substrate that supports domestic wastewater to rise to the

surface, especially in the cities lacking a sewerage system.

The drainage wells exhibiting low rates probably have

an incorrectly positioned strainer (screen), corresponding

to the clay layer. This is due to the predetermination of the

screen depth for all wells (elevation Z between 50 and

58 m) as shown in Fig. 5.

So, the main error leading to the failure of the vertical

drainage system is the assumption that the aquifer is

homogeneous and formed only by sands.

In this context, we propose to install a horizontal drai-

nage system in the cities where the groundwater continues

to rise, to connect the discharged water to the existing

station (ST10) to be sent onto the final rejection site. In the

same context, we recommend:

– Realization of geophysical prospecting to determine the

limits of the superficial layers, especially clay lenses

– Replacement of the vertical drainage system by another

horizontal one in the most affected cities to evacuate

the excess water and avoid land subsidence, which is

considered the most damaging result of the large

drawdown [21]

– Installation of a pumping station at the center of El-

Oued (the most affected area) to permit realization of

experimental pumping tests, being designed, built, and

equipped according to research programs focused on

hydrodynamics and groundwater resources [22]

This new system could greatly reduce the costs of

pumping, especially the electrical energy required to

operate the existing vertical drainage network [5], returning

the water table to its original level before the occurrence of

the problem, which could increase the purifying power of

soil and contribute to local development of the region. The

design and size of such a horizontal drainage system will

be considered in future research.
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1. Introduction
As the total production and reserve of

conventional oil is declining, a major thrust of oil
industries throughout the world is on the
exploitation of heavy oil and bitumen reservoirs
(Ayub, 2009). The quantity of these resources is
about six trillion barrels of oil, which is about six
times the total conventional oil reserve (Upreti et al.,
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Abstract

The high viscosity of heavy oil is a serious problem for the recovery efficiency of this
resource by conventional methods. Since a few past years, the vapour extraction process
(VAPEX) has emerged as a promising technology for the recovery of heavy oils and
bitumen in reservoirs where thermal methods, such as steam-assisted gravity drainage
cannot be applied. Recently, the use of CO2 as a solvent is believed to make the VAPEX
process more economical and environmentally and technically attractive. Convective mixing
at the edge of the solvent chamber enhances mass and heat transfer rates which increases oil
mobility and production rate. The objective of this study is to analysis the influence of the
main controlling parameters, such as buoyancy ratio and Prandtl number on the flow
patterns and mass transfer mechanism, in order to understand the thermal effect on the
dissolution of carbon dioxide through natural convection at the boundary layer of solvent
chamber of CO2-VAPEX process. The numerical results obtained by lattice Boltzmann
method show that the flow structure and the mass transfer mechanism are strongly depend
on the buoyancy ratio and Prandtl number. So, the performances of CO2-VAPEX process
are strongly influenced by thermal effect; and we found that it has negative consequences on
this process. 

Key words: Thermal lattice Boltzmann, VAPEX, Convective mixing, CO2, Mass transfer
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2007). A major part of these resources are located in
Venezuela, Russia, Canada, and the United States.
These reservoirs typically have relatively high
permeability (often between 1 and 5 Darcy) with oil
viscosities between 1000 and 35, 000 cP (Zhao et al.,
2014). Under these conditions, productions by the
conventional primary recovery techniques are
extremely limited. Hence, in-situ processes have to
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be used to reduce the viscosity of the oil in-place
and mobilize it. Currently, steam-assisted gravity
drainage (SAGD), a thermal method, is a popular
method for the recovery of heavy oil and bitumen
and has been successfully applied in several fields.
Despite of this success, it suffers from inherent
disadvantages in reservoirs with such things as thin
reservoirs, excess heat loss due a bottom water zone,
low thermal conductivity of the rock matrix and low
porosity, which make this process economically
unfeasible (Karmaker and Maini, 2003). In cases
where SAGD cannot be applied, VAPEX is the most
promising technique for recovering these resources
in an economically viable and environmentally
responsible way (Roopa and Dawe, 2010; Kok 
et al., 2007; Kok et al., 2009; Batohie and Dawe,
2012). The VAPEX process (Fig. 1) is analogous to
steam assisted gravity drainage (SAGD) processes
but solvent instead of steam, it usually involves two
horizontal wells, with a production well located
directly below the injection well. The vaporized
solvents are injected through the injection well and
form a chamber of solvent vapour around the well,
Figure 1. The solvents mix with heavy oil, reducing
its viscosity so that the diluted oil can drain down
along the solvent/oil interface to the production well
with the aid of gravity (Xu et al., 2012).
Incorporating CO2 in the solvent mixture could
provide improvement to VAPEX performance; it is
beneficial both environmentally and in terms of
recovery, since it is more soluble than other
hydrocarbon solvents in heavy oil, its low price
compared to other solvents, On the other hand it
creates new opportunities for CO2 sequestration
(Javaheri and Abedi, 2013). Hydrocarbon solvents
that are used in VAPEX process reduce oil viscosity
significantly (Shu, 1984). They all decrease the
density of heavy oils when they are dissolved into
them. However, CO2 can increase the density of the
heavy oils (Ashcroft and Isa, 1997). The increase in
density of the draining edge of the solvent chamber
allows forming a gravitationally unstable diffusive
boundary layer. This can lead to convective mixing
that can increase the rate of solvent’s diffusion into
oil, followed by a higher oil production rate leading
to a significant improvement in the performance of
VAPEX.

Li et al. 2004 have studied the likelihood of the
onset of natural convection in CO2–oil contact
region of CO2-Vapex process using convective
instability theory. Javaheri and co-workers (Javaheri
and Abedi, 2008; Javaheri and Abedi, 2013)

numerically investigated natural convection with
constant viscosity and viscosity reduction with
solvent dissolution at the boundary layer of CO2-
VAPEX process, respectively.

This work is to investigate the influence of the
main controlling parameters, such as buoyancy ratio
and Prandtl number, in order to understand the
thermal effect on the natural convection within the
contact region between CO2 and heavy oil via lattice
Boltzmann method.

2. Mathematical modelling
2.1. Macroscopic equations for thermo-solutal

convection in porous media
The physical problem considered in the present

study is a two-dimensional inclined rectangular

Fig. 1. (a) Schematic representation of the VAPEX process,
(b) cross section of the boundary layer in CO2-VAPEX

process.
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cavity reservoir shown in Figure 1. The porosity is
considered to be constant and the permeability is
assumed to be homogeneous and isotropic, the
porous matrix is assumed to be rigid, in local
thermodynamic equilibrium and saturated with an
incompressible and Newtonian fluid with negligible
viscous dissipation. Boundary conditions are no
fluid flow across all boundaries and no solute fluxes
across lateral and bottom boundaries at any time.
Also there is no heat flux across the lateral
boundaries while the top and bottom boundaries are
maintained at isothermal cold and hot temperatures,
respectively. We assume the constant concentration
condition at the top boundary, to handle the
dissolution of carbon dioxide into heavy oil. The
heat flux produced by the concentration gradient
(Dufour effect) and the mass flux produced by the
temperature gradient (Soret effect) are neglected.
The flow is driven by a combined buoyancy effect
due to both concentration and temperature
variations. Further, we assume that all thermo-
physical properties are constant, except for the
effect of density variations, which is approximated
by the Boussinesq approximation. Based on the
above assumptions, equations of continuity,
momentum (the Brinkman-Forchheimer equation),
heat and solute concentration, and the equation of
state (density variation) are stated below:

                                                               (1)

            
(2)

                                       
(3)

                                         
(4)

         (5)

               
(6)

Where ε is the porosity of the medium, ve is the
effective viscosity, D is the molecular diffusivity of
the solvent into oil, and βC and βT are the coefficient
of density variation with CO2 concentration and
temperature, respectively. C0 and T0 are the
reference concentration and temperature, 
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the specific heats ratio, where (ρc)f and (ρc)s are the
specific heat of fluid and solid matrix, respectively. 

is the effective thermal diffusivity of 

the porous medium, is the

equivalent thermal conductivity, where λ f and λ s are
the thermal conductivity of fluid and solid matrix,
respectively. F represents the total body force due to
the presence of porous media and other external
force, and can be expressed as:

                           
(7)

Where v is the kinematic viscosity and k is the
permeability of porous media. G is the gravitational
buoyancy force, it’s approximately given by:

       

                                                                              (8)

Where g is the gravity and θ is the angle of the
mobile oil layer with the horizontal. The double
natural convection governed by above equations is
characterized by several non-dimensional
parameters, such as buoyancy ratio N, Prandtl
number Pr, Lewis number Le, solutal Rayleigh
number and thermal Rayleigh number, which are
defined by:

   

(9)

Where Δρc is the difference between the densities
of pure heavy oil and saturated heavy oil by CO2,
ΔρT is the difference between the densities of heavy
oil at reference and maximum temperature.

2.2. Thermal LB-model for convective mixing flow
in CO2-VAPEX process

The Lattice Boltzmann method (LBM) is a
recently developed method for simulating fluid
flows and modeling physics in fluids (Mohamadm,
2011). Unlike conventional computational methods
which are based on discretisation of macroscopic
governing equations, LBM is an approach based on
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the mesoscopic kinetic equation (Boltzmann
equation) for fluids. In the present work a D2Q9
model is used, which has the following set of
discrete velocities (Bayat et al., 2012): e0 = 0, and 

with

for i = 1 − 4 and for

i = 5 − 8.
Where c = δx/δt is the particle velocity and δx and

δt are the lattice grid spacing and time step,
respectively.

The dynamics of the flow is described by a
distribution function f, which follows the Lattice
Boltzman equation (Guo et al., 2009):

   

(10)

τf is the dimensionless relaxation time related to 
the effective viscosity ve as

(Inamuro et al., 2002).
is the equilibrium distribution function

at location x and time t along the ith direction, which
is chosen to recover the macroscopic Navier-Stokes
equations:
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Where is the sound speed, wi are the
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ω5−8 = 1/36 in D2Q9 model. To simulate heat
transfer within the boundary layer of CO2-VAPEX
process, we have used another distribution function
Ti(x, t):
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the ith direction, which is chosen to recover the
macroscopic thermal advection-diffusion equation:

                                 
(13)

In order to simulate the transport of dissolved CO2,
we have added new distribution function Ci (x, t):

 

(14)

Where τC is the dimensionless relaxation 
time related to the solute diffusivity by 

(Inamuro et al., 2002). 

is the equilibrium distribution function at

location x and time t along the ith direction, which
is chosen to recover the macroscopic solutal
advection-diffusion equation:

                                 

(15)

The macroscopic quantities, fluid density,
temperature and concentration, are defined as 

and respectively. 

The fluid velocity u is calculated using a temporal
velocity v to consider the effects of porous media
(Seta et al., 2006):
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concentration contours, instantaneous CO2 molar
flux and the variation of total CO2 inventory at the
top boundary. From the simulated concentration
field, the instantaneous mass flux Nins, t across the
interface at time t can be estimated by (Fu et al.,
2013):

                              
(17)

Where A is the left Interfacial area, and V is the
total liquid volume.

We found from literature that the viscosity of
heavy oil decreased by 20~50 times when it was
diluted by carbon dioxide (Srivastava et al., 1999).
Therefore, the viscosity of tested heavy oil (Plover
Lake oil) will be in the range of 4 ~150 mPa.s (Li 
et al., 2004). All other parameters for oil and
formation proprieties that used in our simulations
are cited in table 1 (Zhao et al., 2014; Mozaffari 
et al., 2013; Chi et al., 2014; Dunn et al., 1989).

Figure 2 shows the concentration profiles
obtained for two different buoyancy ratio, when it
increase (decreasing of thermal effect), the
instabilities grow faster and the fingers become
numerous. Also, it can be seen that the sweep area
by CO2 dissolution becomes much higher. This
implies that we can get more quantity of dissolved
CO2 into heavy oil when we limit the thermal effect.
This idea becomes more evident in the evolution of
CO2 dissolving molar flux and total CO2 inventory
shown in Figures 3. Figure 3-(a) shows that the
variation of instantaneous molar flux decreased
sharply at first and then increased slowly with time
indicating the onset of natural convection, after that
it become stable nearly followed by a clearly
decreasing. These situations can be interpreted as
follow: the mass transfer of CO2 from the top
boundary is only controlled by molecular diffusion
at early stage, and then it can be known as being
dominated by natural convection, the decreasing
indicates that the computational domain is nearly
saturated with dissolved CO2 after the fingers reach
the bottom boundary. It can be seen from Figure 3-
(b) that the amount of dissolved CO2 is generally
linear with time during the convection-dominated
period, which indicates that the instantaneous molar
flux of CO2 is approximately stable during this
stage; also it appears from this figure that the total
CO2 inventory decrease sharply when the thermal

N
C C V

A t

( )
ins t

avg t t avg t

,

, ,=
−

Δ
+Δ

effect is dominant. The above results and
interpretations confirmed by Figures 4 and 5 that
present the second test (Prandtl number); we show
nearly the same results when the thermal effect is
considered. We can say that the thermal effect is
considered as a negative buoyancy force works as an
adiabatic temperature for rising and stopping the
moving interface layer.

Table 1.
Values of parameters used for lb simulation model

                                                              Tests
Parameters                     buoyancy ratio            Prandtl number 

                                                              

                                       Fluid properties

                               5                               5, 10

                            993                              993

                           1 × 10−9                       1 × 10−9

                      0.133                           0.133

            2.079E + 6                   2.079E + 6

                   8.24E − 3                     8.24E − 3

                    1.82E + 3                     1.82E + 3

                      14.99                           14.99

                         7.2E − 4                       7.2E − 4

                 7.495, 1.499                      7.495

                      Boundary layer formation properties

Porasity5                                  0.35                             0.35

Permeability (Darcy)5             1800                            1800

                                       30                                30

              2.6E + 6                       2.6E + 6

                       7.64                             7.64
1(Li et al., 2004)
2(Zhao et al., 2014)
3(Mozaffari et al., 2013)
4(Chi et al., 2014)
5(Dunn et al., 1989)
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Fig. 2. Simulated distribution of dissolved CO2 at different time instants for different buoyancy ratio: left N = 10; right N = 2.
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Fig. 3. Variation of CO2 molar flux (a) and Variation of the dissolved CO2 inventory (b) at the top boundary for different 
buoyancy ratio.
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Fig. 4. Simulated distribution of dissolved CO2 at different time instants for different. Prandtl number: left Pr = 4.86; right Pr = 2.43.
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Fig. 5. Variation of CO2 molar flux (a) and Variation of the
dissolved CO2 inventory (b) at the top boundary for different

Prandtl number.

4. Conclusion
In this paper, a thermal LB model with a three

distribution functions has been used to simulate
thermo-solutal natural convection flow within the
diluted mobile oil boundary layer of CO2-VAPEX.
The key point of this article lies to the application of
thermal lattice Boltzmann model for CO2-VAPEX
process at first time in order to understand the
thermal effect on this process, the predicted results
with the proposed model showed that the thermal
effect has negative consequences on CO2-VAPEX
process. Hence, the performances of this process
can improve by limiting the thermal effect. This

improvement leads to huge quantity of CO2

dissolved into heavy oil followed by enhancement
of flow rate of CO2-VAPEX process. Current study
has not considered the role of Duffour number
effect, Sorret number effect and viscosity variation
effect on double-diffusive natural convection within
boundary layer of CO2-VAPEX process. A research
project, which aims to investigate double-diffusive
natural convection (heat and mass transfer) with a
complete model during CO2-VAPEX process, is
being conducted at the future time.
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R E S U M E 

La conception d’architectures innovantes de machines agiles dédiées à l'usinage à très 
grande vitesse (UTGV) nécessite la mise en œuvre de modèles analytiques et numériques 
pour l’optimisation du comportement cinématique, statique et dynamique de la machine, 
avec prise en considération des déformations élastiques et leur compensation au niveau 
de la commande de la machine. Dans le contexte d’une optimisation multi-objectif, il 
s’agit dans une première partie d’identifier les paramètres et variables inhérents à chaque 
élément constitutif d’une machine de type robot DELTA, dont le but d’optimiser les 
éléments essentiels de sa structure. Ceci nécessite une formulation du problème multi-
objectif en exprimant les fonctions objectifs, les contraintes et les espaces de recherche 
correspondants, ainsi que la résolution du problème par l’utilisation de méthodes et outils 
mathématiques performants (Algorithmes génétique…). 

A B S T R A C T 

The innovative architectures design of agile machines dedicated to the machining at high 
speed requires the implementation of analytical and numerical models for the optimization 
of the kinematic, static and dynamic behavior of the machine, taking into account the 
elastic deformations and their compensation at level of machine control. In the context of 
multi-objective optimization, the first part is to identify the parameters and variables 
inherent to each constituent element of a DELTA robot type machine, the purpose is to 
optimize the essential elements of its structure. This requires a formulation of the multi-
objective problem by expressing the objective functions, the constraints and the 
corresponding search spaces, as well as the resolution of the problem by the use of high-
performance mathematical methods and tools (genetic algorithms, etc.). 

Mots clés: 

Système Poly-articulés  

Robot parallèle  

Modélisation Cinématique  

Optimisation Multi-Objectif 

Keywords : 

Poly-articulated system 

Parallel robot 

Kinematic modeling 

Multi-objective optimization 

 
* Corresponding author. Tel.: +213 663776480.  
E-mail address: khaled-mansouri@univ-eloued.dz 
  
e-ISSN: 2170-127X,  



254 JOURNAL OF MATERIALS AND ENGINEERING STRUCTURES 5 (2018) 253–268 

 

1 Introduction 

Le robot delta est un robot parallèle qui est construit à l'aide de mécanismes en forme de parallélogramme et la plate-
forme mobile possède trois degrés de liberté en translation et une rotation par rapport à la base [1]. Le robot est venu d'abord 
en 1986 par l'intermédiaire d'un brevet d'invention de l'Organisation Mondiale de la Propriété Intellectuelle [2]. Après que 
de nombreuses études ont été versées dans le robot delta et ses architectures. Pierrot et al. ont donné les équations 
correspondant à différents modèles tels que la cinématique directe et inverse ainsi que la dynamique inverse [3]. Codourey a 
étudié la modélisation dynamique et l'évaluation de la matrice de masse des robots Delta basées sur une application directe 
du principe du travail virtuel [4]. Récemment, les topologies ont été conçus pour plusieurs versions de machines à cinématique 
parallèle [5-7]. La synthèse dimensionnelle reste une étape importante de la conception optimale des robots parallèles parce 
que les critères de performance d'un robot donné sont très sensibles à leur géométrie. Parmi toutes les mesures cinématiques, 
l'espace de travail est l'un des principaux indices importants dans la conception d'un robot parallèle [1, 8, 9]. 

La plupart des travaux réalisés dans ce domaine étaient dédiés à l'optimisation d'un seul objectif, or la plupart des 
applications réelles intègrent plusieurs objectifs souvent contradictoires à optimiser simultanément. Pendant longtemps, les 
approches de résolution multi-objectif consistaient principalement à les transformer en problèmes mono-objectifs. Depuis 
quelques années, l'approche Pareto définie initialement dans des travaux en économie au 19éme siècle a été utilisée dans les 
sciences pour l'ingénieur. Cette approche a l'avantage de traiter les problèmes multi-objectifs sans transformation, sans 
favoriser un objectif par rapport à un autre.  

Maximisation de l'espace de travail seulement ne garantit pas une conception optimale, car il est possible de provoquer 
des indésirables performances cinématique (et / ou dynamique) de robot au sein de son espace de travail. Alors que, pour 
surmonter ce problème, le concepteur doit tenir compte de l'un des nombreux indices de performance (problème multi-
objectif ) qui ont été proposés pour l'estimation et l'évaluation des performances des robots [10, 11]. Les approches de 
résolution multi-objectif consistaient principalement à les transformer en problèmes mono-objectifs. Depuis quelques années, 
l'approche Pareto définie initialement dans des travaux en économie a été utilisée dans les sciences pour l'ingénieur. Cette 
approche a l'avantage de traiter les problèmes multi-objectifs sans transformation, sans favoriser un objectif par rapport à un 
autre. 

Dans ce travail, et dont le but de trouver une structure parallèle optimisé de type Delta, Nous donnons une formulation 
du problème multi-objectif en exprimant les fonctions objectif, les contraintes et les espaces de recherche correspondants, 
ainsi que la résolution du problème par l’utilisation de méthodes et outils mathématiques performants (Algorithmes 
génétique…). 

2 Description et modélisation du robot delta  

2.1 Géométrie de robot Delta  

Les modèles géométriques direct et inverse sont les relations qui expriment la situation de l’organe terminal du robot (la 
nacelle dans le cas présent) en fonction de la configuration du mécanisme (coordonnées articulaires) et inversement [11].  

Dans le cas de l’architecture Delta l’orientation reste constante (le paramétrage de l’orientation de la nacelle est inutile 
car cette dernière reste parallèle à un plan de référence) et seulement trois actionneurs sont utilisés. Nous devons alors 
résoudre un système de trois équations à trois inconnues [11, 12]. 

Les paramètres géométriques de robot Delta sont présentés dans (Fig.1). 

Coordonnées des points Pi dans le repère fixe : 

 1 2 3

2 2
3 3          0

2 2
0 0 0

R RR

P P P R R

 − − 
 
 

= −    
 
 
 
 

  (1) 
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Coordonnées des points Bi dans le repère mobile Rn : 

 1 2 3

2 2
3 3          0

2 2
0 0 0

r rr

B B B r r

 − − 
 
 

= −    
 
 
 
 

 (2) 

Composantes des vecteurs  ui dans le repère fixe : 

 1 2 3

0 0 0
          0 0 0

1 1 1
u u u

 
 =    
  

 (3) 

      

Fig. 1  Paramètres géométriques  

Pour calculer le vecteur des variables articulaires q (les coordonnés suivant z des points A), nous écrivons que chacun 
des segments AiBi, pour 1 < i < k  (k = 3) a une longueur constante li. Ce qui nous donne le système de trois équations 

 2 2 0i i iA B l− =  / il L=  (4) 

 i i i i i iA B A P PO OB= + +
   

 (5) 
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   + + −−          = + − + + = + −             − + + −         



 (6) 

 

L’équation (4) devient : 

 ( )( ) ( )( ) ( )2 2 2 2
/   / /        0

i n i n i nP B R P B R B R ix x x y y y z z q L− − + − − + + − − =  (7) 
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En utilisant les paramètres définis par les équations (1, 2, 3), nous obtenons l‘expression analytique du modèle 
géométrique inverse : 

 

( )

( ) ( )

( ) ( )

22 2
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22
2

2

22
2

3

                              

1 3
2 2

1 3
2 2

q z L r R x y
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q z L R r x R r y

= + − − + −

  = + − − + − − +       

  = + − − + − − +









       







 (8) 

Pour obtenir l’expression analytique du modèle géométrique direct, nous devons résoudre le système suivant par rapport 
aux variables x, y et z. 
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Le système peut se réécrire : 
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La première équation du système admet deux solutions qui correspondent à deux positions de la nacelle. La solution 
correspondant à la machine étudiée est la position basse. Il faut donc conserver la plus petite des deux solutions de l’équation 
polynomiale. Connaissant z, nous pouvons ensuite calculer x et y de manière unique. 

2.2 Modélisation cinématique 

Le modèle cinématique établit la relation entre la vitesse de la nacelle en translation et en rotation que nous noterons  x  
et  q (vitesse linéaire des actionneurs) pour une position et une orientation données de la nacelle. 

Pour la barre numéro i, nous avons : 

 . .
i iA i i B i iV A B V A B=  (11) 

L’écriture pour l’ensemble des k barres nous donne l’écriture matricielle : 

 q xJ q J x=   (12) 

Avec 
1 1 1

2 2 2

3 3 3

. 0 0
0 . 0
0 0 .

q

A B u
J A B u

A B u

 
 =  
  

 (13)  
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et   
1 1 1 1 1 1

2 2 2 2 2 2

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

x y z

x x y z

i i x i i y i i z

A B A B A B

J A B A B A B

A B A B A B

 
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=  
 
  

 (14) 

Le modèle cinématique inverse est l’expression de  q  en fonction de  x . L’écriture du modèle cinématique inverse à 
partir de (12) est alors : 

 1  q xq J J x−=   (15) 

Soit en posant 1   x qJ J J−=  

 1  q J x−=   (16) 

Où  𝐽𝐽 est appelée la matrice Jacobienne. 

Le modèle cinématique direct est l’expression de  x  en fonction de  q . Compte tenu des notations précédentes et de 
l’équation (14), le modèle cinématique direct s’écrit : 

  x J q=   

Dans le cas de l’architecture choisie, les matrices Jx et Jq s’écrivent : 
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q

z q
J z q

z q

− 
 = − 
 − 

 (18) 

2.3 Performance dynamique 

Pour pouvoir écrire le modèle dynamique, nous établissons : 

• La relation entre q  et x  

• La relation entre un effort appliqué sur la nacelle et l’effort résultant sur les moteurs. 

• Les masses en mouvement.  

Nous recherchons l’expression de q  (accélération des moteurs) en fonction de x  (accélération désirée de la nacelle). En 
réalité cette accélération est également fonction de  x  ,  q , x et q. La connaissance de cette relation nous permet de déterminer 
les caractéristiques requises concernant l’accélération des moteurs en fonction des performances en accélération demandées 
à la nacelle. L’expression recherchée s’obtient en dérivant le modèle cinématique par rapport au temps. En dérivant l’équation 
(16), nous obtenons : 

 ( )1 1 1
q x qq J J J J Jx x− − −= + − 

   (19) 

Pour l’arrangement de l’architecture Delta que nous avons retenue, les matrices   xJ et   qJ , s’expriment analytiquement : 

 
1

2

3

x

x y z q
J x y z q

x y z q

− 
 = − 
 − 

  

  

  









 (20) 
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et 
1

2

3

0 0
  0 0  

0 0
q

z q
J z q

z q

− 
 = − 
 − 

 









 (21) 

Nous constatons que l’accélération des moteurs est composée de la somme de deux termes : 

• 1J x−
L’accélération des actionneurs due à l’accélération de la nacelle. 

• ( )1   x qJ J J x−− 

 L’accélération des actionneurs due au déplacement de la nacelle à une vitesse constante. Ce terme 

traduit le non linéarité de la relation entre la vitesse des actionneurs et la vitesse de la nacelle. 

Nous calculons dans un premier temps la relation qui relie l’effort de poussée des moteurs aux efforts appliqués sur la 
nacelle du point de vue statique.  

  t
mot nacF J F=  

 
x

nac x

z

F
F F

F

 
 =  
  

 et 
1

2

3

mot

mot mot

mot

F
F F

F

 
 =  
  

 

•  motF Effort de poussée des moteurs 

•  t J  Transposée de la matrice jacobienne définie dans modèle cinématique 

 nacF Torseur des efforts appliqués sur la nacelle. 

Masses en mouvement : 

La pratique montre que, pour simplifier les calculs, la masse de chaque barre de fixation peut être répartie pour une moitié 
sur la nacelle et pour l’autre moitié sur la glissière, tandis que son inertie est négligée. Cette simplification est représentée sur 
la Fig.2.  

 

Fig. 2   Répartition de la masse des barres 
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La simplification proposée ci-dessus nous donne les masses corrigées : 

Masse corrigée de la nacelle :  

 1 16 3
2

b
nac b

M
M M M M= + = +  (22) 

Masse corrigée de chaque glissière : 

 2 22
2

b
mot b

M
M M M M= + = +  (23) 

La matrice masse du robot est donnée par 

 
3

T T T 1
nac mot m,i m,i

i 1

1 J M J J M  J J J
2

M − −

=

 
= +  

 
∑  (24) 

3 Formulation du problème d’optimisation 

Plusieurs critères ont été proposés afin de comparer différents mécanismes par rapport à leur géométrie, leur architecture 
ou leurs dimensions. Ces critères peuvent être de plusieurs natures : 

- Géométrique (encombrement de la machine, course des actionneurs, ratio encombrement de la machine par rapport 
à son volume de travail, volume de travail) 

- Cinématiques (transformation des vitesses, isotropie, absence de singularités) 

- Dynamiques (poussée des moteurs, efforts dans la structure, capacité d’accélération) 

- Autres (rigidité de la machine, précision, facilité d’étalonnage) 

Dans notre travail, le problème d'optimisation multi-objectif (conception optimale) de robots parallèles peut être résumé 
comme suit: 

Trouver la meilleure dimension des paramètres géométriques du robot qui assure l'obtention de critères de performance 
par rapport à des contraintes différentes. 

3.1 Critères de performance 

3.1.1 Performance cinématique  

Par les performances cinématiques, nous entendons la dextérité cinématique et statique. La dextérité cinématique est 
définie par l'aptitude du la nacelle du robot à effectuer avec une grande précision et facilité des déplacements arbitraires 
autour d'un point dans l'espace de travail, et la dextérité statique est définie par l'aptitude du la nacelle du robot à appliquer 
des forces et moments dans toutes les directions de l'espace de travail. 

Pour mesurer la performance cinématique, nous pouvons utiliser l’indice d’isotropie (conditionnement de matrice 
Jacobienne)  

 ( ) max

min
c cond J

σ
σ

= =  (25) 

L'indice d'isotropie cinématique est retenu comme indice de mesure des performances cinématiques du robot parallèle, 
parce que l'isotropie est une propriété importante dans les applications qui exigent de la précision (par exemple l'usinage). 

3.1.2 Espace de travail : 

L'espace de travail E est l'un des facteurs les plus importants pour la conception de robots parallèles [13-15]. 
Théoriquement, c'est l'ensemble de l'espace de configuration que l'organe terminal peut atteindre. Cet espace est défini par 
ses limites qui sont imposées par les articulations (active et passive), les longueurs des segments et par les collisions internes. 
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Par conséquent, le problème que nous posons ici est le suivant : 

Quel est le meilleur dimensionnement (vecteur des paramètres géométriques optimisés) d'un robot parallèle (robot Delta) 
qui permet d'avoir le plus grand espace de travail habile ? 

Le but de ce travail est de trouver un vecteur de paramètres géométriques P* qui maximise l'espace de travail du robot 
parallèle dexE tout en respectant une contrainte fondée sur un critère cinétostatique (exemple : le nombre de conditionnement 
de la matrice jacobienne). Par conséquent, la fonction objectif est:  

 { } dex T maxE Point E CondJ CondJ= ∈ ≤  

D’où  

 
( )

 ( )
 

 
p dex

t
p T

n E
e

n E
=  (26) 

3.1.3 Performance dynamique : 

Pour mesurer la performance cinématique, nous calculons le conditionnement de la matrice masse du robot 

 ( )cm cond M=  (27) 

Il est à noter que les indice d'isotropie cinématique et dynamique dépendent largement de la configuration et des 
paramètres géométriques du robot. Nous utilisons les indices globaux  Jη  et  Mη  (très souvent utilisés pour comparer les 
différentes structures), qui sont définies par les moyennes des indices locaux sur l'espace de travail accessible. 

 
 

 J

cj dE

dE
η = ∫

∫
  (28) 

 
 

 M

cmdE

dE
η = ∫

∫
 (29) 

3.2 Variables et contraintes : 

3.2.1 Limite de l’espace de travail et variables de conception 

• Limites  des variables articulaires  

     es i min i i maxq q q q= ≤ ≤  

• Limites des variables de conception  

 ( ) ( ), , ,       ,   1, ,c i c i c imin max
X X X i n≤ ≤ = …  

 { }  ,   ,   ,  cX L R r D=  

- R : Rayon de la base fixe   

- r : Rayon de la nacelle 

- L : Longueur des barres   

- Db : Diamètre de section des barres 

•    Limites cinématiques articulaires : 

 ( )j j max
q q≤  , j=1,2,3 et ( )j j max

q q≤  , j=1,2,3 
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• Limites de forces extérieures : 

  Les forces extérieures agissent sur la nacelle, qui sont les forces de coupes, ne doivent pas dépasser une limite donnée. 

 ( ) ( )ext extj maxF F≤ , j=1,2,3 

3.2.2 Rigidité des barres : 

Comme nous l'avons présenté précédemment, toutes les articulations sont considérées parfaitement rigides.  

Par construction, les barres sont sollicitées uniquement en traction-compression. Ces sollicitations restent suffisamment 
petites pour que les problèmes liés au flambement ne soient pas présents.  

La déformation d’une de ces barres est : 

 f b
b

F L
D

SE
=  (30) 

Avec : 

- Fb : Effort de traction-compression dans la barre 

- L: Longueur initiale de la barre 

- S : Surface d’une section droite de la barre 

- E : Module d’Young du matériau avec lequel sont réalisées les barres 

 

 Cette déformation ne doit pas dépasser une valeur admissible trop petite ( )b b adDf Df≤ pour éviter une grande erreur de 
déplacement de la nacelle, qui risque d'influer négativement sur la rigidité de la machine. 

3.2.3    L’absence de la configuration singulière  

Les configurations singulières sont des postures particulières de l'organe terminal où la rigidité naturelle des 
manipulateurs parallèles subit une grande détérioration. 

On peut aussi introduire les singularités en abordant sommairement la notion d'équilibre mécanique d'un robot parallèle. 
Pour un manipulateur parallèle nous notons τ le vecteur des forces articulaires et  le torseur des efforts externes appliqués 
sur l'organe terminal. Pour un torseur appliqué sur le plateau mobile, le système mécanique est en équilibre s'il existe des 
forces articulaires dont l'action sur la plate-forme est l'opposée de . Si ce n'est pas le cas, l'organe terminal du manipulateur 
va se déplacer jusqu'à ce qu'une nouvelle position d'équilibre soit atteinte. Or il existe une relation bien connue entre τ et   : 

 −= tJ τ   (31) 

Où −tJ est la transposée de la matrice Jacobienne cinématique inverse. L'équation précédente décrit un système linéaire 
en terme de composantes du vecteur τ qui admettra en général une solution en τ pour tout  (solution qui conduit donc à 

un équilibre mécanique du système) sauf dans le cas où la matrice −tJ est dégénérée : dans ce cas le système linéaire n'admet 
pas de solution et le système mécanique n'est plus en équilibre. 

Donc on prend comme contrainte :  

 0− ≠tJ  

Pour éliminer cette contrainte il suffit d’éviter les singularités parallèles et en séries. 

• Singularité en séries ( 0)qJ =  
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c’est à dire ( )( )( )1 2 30        0 qJ z q z q z q= ⇒ − − − =  

 ( ) ( ) ( )1 2 3     z q z q z q⇒ = ∨ = ∨ =  

Cette singularité apparaît lorsque l'un ou deux ou même trois parallélogrammes deviennent perpendiculaires aux 
directions des actionneurs linéaires. En d'autres termes, ces configurations sont obtenues lorsque. L R r= − Pour les éliminer, 
il est nécessaire de choisir.    L R r> −  

• Singularité  parallèle ( 0)xJ =  

0, xJ = signifie que les trois vecteurs ( ) ( ) ( )1 1 2 2 3 3,   , tt tB A B A B A− − − sont coplanaires. Pour les éliminer, il faut de 

choisir L R r> − . 

3.2.4 Forces des Moteurs : 

Les forces fournies par les moteurs doivent être compatibles avec les limites de performances attendues (vitesses, 
accélérations et charge autorisées) en tout point de l'espace de travail.     

L’expression des forces des moteurs est donnée par : 

         t t
mot mot nac extF FqM M Jx J= + +    (32) 

avec  

 ( )mot mot adF F≤  

- motM q  : composante de l’effort moteur due à l’accélération de la masse ( )motM de la partie mobile des moteurs 

(glissière + liaison rotule). Tous les moteurs sont identiques (modularité).  

-     t
extJ F : Composante de l’effort moteur due aux efforts extérieurs (principalement les efforts de coupe) appliqués 

à la nacelle. 

- , ,    t t
nac acc D nacJF M Jx=   : Composante de l’effort moteur due à l’accélération de la masse de la nacelle ( )nacM  ). 

4 Procédure algorithmique développée 

L’approche numérique que nous avons utilisée pour résoudre notre problème d’optimisation multi-objectif utilisant 
l’algorithme génétique NSGA II (Non dominated Sorting Genetic Algorithm II) est représentée sur la Fig.3.  

4.1 Données de l’algorithme génétique et les caractéristiques du robot  

Table 1- Données de l’algorithme NSGA II 

Paramètres Valeurs 

Taille de la population 200 Individus 

Nombre de générations 700 générations 

Nombre de fonctions objectif  03  

Nombres de contraintes 02 

Pression de sélection 1.9 

Type de mutation mutation réelle  

Probabilité de mutation  0.2 

Type de codage Codage réelle 
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Fig. 3  Procédure algorithmique développée 

 

(XT)0 = (XT)initiales  

(q
es

)
0
 = (q

es
)

initiales
  

Trouver  
condJ (X

T
) = ∑ cond𝐽𝐽 (XT ,  Xes) 

Trouver  
Dfb (XT) = Max(Dfb(XT , Xes) ) 

Trouver  
Fmot(XT) = Max(Fmot(XT , Xes) ) 

 

Trouver  

  

Optimisation multi-objectif  

     

Avec contraintes  
• Dfb(XT) ≤ (Dfb)ad 
• Fmot(XT) ≤ (Fmot)max 

(qes)0 = (qes)  (XT)0 = (XT) 

 
Nitr =Itr_Max 

Structure Optimisée 
(frontière de Pareto) 

Oui 

Oui 

Non 

Non 

(qes) = (qes)final  

Trouver  
𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 = �𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∈ 𝐸𝐸𝑇𝑇 ⋰ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 ≤ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚� 



264 JOURNAL OF MATERIALS AND ENGINEERING STRUCTURES 5 (2018) 253–268 

 

Table 2- Caractéristiques du robot 

 Paramètre 
Valeur 

Min Max 

Espace de recherche 

q(m) 0 0.6 

R(m) 0.5 0.7 

r(m) 0.1 0.3 

L(m) 0.8 1.7 

( )  mbD  0.01 0.05 

 j max
q  (m/s) 0.2 

   j max
q  (m/s2) 0.2 

( )ext maxF  (N) 1000 

maxCondJ  4 

Paramètres du robot 

(M1) Masse de Nacelle (kg) 20 

(M2) Masse de Moteur (kg) 10 

( f )b adD  (mm) 0.1 

( )mot adF  (N) 9000 

 

5 Résultats et discussions 

Matlab est utilisé comme une plateforme pour l’implémentation des algorithmes génétiques NSGA II, avec les 
paramètres représentés dans la Table 1. La Fig.4 représente les meilleurs compromis obtenus entre les différentes fonctions 
objectif. Fig.5 représente l’effet de la longueur des barres L sur les fonctions objectives. Nous remarquons qu’il y a un 
antagonisme entre les performances (cinématiques et dynamiques) et l’espace de travail dextre. Nous notons que plus les 
performances indiquées sont élevées, plus l’espace de travail sera petit et vice-versa. 

 

  

 (a)  (b) 

Fig. 4   La frontière de Pareto des solutions, (a) frontière de Pareto entre l’espace de travail dextérité et 𝜼𝜼𝑱𝑱, (b) 
frontière de Pareto entre l’espace de travail dextérité et 𝜼𝜼𝑴𝑴 
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(a) (b) 

 

(c) 

Fig. 5   Effet de la valeur de (L) sur les fonctions objectif, (a) l’espace de travail dextérité en fonction de(L), (b) et 𝜼𝜼𝑱𝑱 en 
fonction de  (L), (c)  𝜼𝜼𝑴𝑴 en fonction de (L) 

Le choix des paramètres géométriques optimisés du compromis obtenu entre les différents objectifs qui contient les 
meilleures solutions, il sera fait selon l'ordre d'importance des critères (préférences du concepteur).  

Après avoir pris en compte de plusieurs critères de performance dans la méthodologie développée, nous présentons son 
impact sur le l’espace de travail dextérité (optimisé par critère cinétostatique : le conditionnement de la matrice jacobienne 
inverse), nous pouvons choisir, pour préférer avoir de meilleures performances cinématiques et dynamiques, les valeurs de 
fonctions objectif optimisées suivantes : 

Table 3- Valeurs optimisées chisies 

𝑒𝑒𝑡𝑡 𝜂𝜂𝐽𝐽  𝜂𝜂𝑀𝑀 R(m) r (m) L(m) 

60% 2,3 2,25 0,7 0,15 0,9 

 

 

Fig.6 présente l’espace de travail dextérité avec les paramètres géométriques (R=0.7 ; r=0.15 ; L=0.9), où  (Cond(J) < 
CondJmax =3) dans l’espace (xyz) et dans les trois plans (xy), (xz), (yz), pour une meilleure visualisation. 

Fig.7 présente l’espace de travail dextérité avec les paramètres géométriques (R=0.7 ; r=0.15 ; L=1.3), où  (Cond(J) < 
CondJmax =3) dans l’espace (xyz) et dans les trois plans (xy), (xz), (yz),  

Les Fig.8 et Fig.9 présentent successivement l’évolution du conditionnement de la matrice Jacobienne et de l’évolution du 
conditionnement de la matrice Masse dans un plan de l’espace de travail (z=0), avec les paramètres géométriques (R=0.7 ; 
r=0.15 ; L=0.9) 
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Représentation de l’espace de travail  

  

Fig. 6  Espace de travail de robot Delta (R=0.7 ; r=0.15 ; L=0.9), Points en vert : Cond(J) <= CondJmax  , Points en 
rouge : Cond(J) > CondJmax   

  

Fig. 7  Espace de travail de robot Delta (R=0.7 ; r=0.15 ; L=1.3),Points en vert : Cond(J) <= CondJmax ,Points en rouge : 
Cond(J) > CondJmax   

  

Fig. 8  Représentation de l’évolution du Conditionnement de la matrice Jacobienne dans un plan de l’espace de 
travail (z=0) 
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Fig. 9  Représentation  de l’évolution du Conditionnement de la matrice Masse dans un plan de l’espace de travail 
(z=0) 

6 Conclusion     

Dans ce travail, nous avons présenté une méthodologie de conception dimensionnelle des robots parallèles, fondée sur 
une approche d'optimisation multi-objectif des différents critères de performance, tels que la rigidité, les performances 
cinématiques et dynamiques, ainsi que l'espace de travail dextérité à l'aide des algorithmes génétiques. . Pour sa résolution 
(Approche de la résolution), nous avons choisi l'algorithme génétique NSGA – II. 

L'approche proposée permet de déterminer une bonne approximation du compromis (front de Pareto) entre les différents 
critères de performance qui sont parfois antagonistes, avec leurs vecteurs associés de paramètres géométriques optimisés, ce 
qui est très difficile à obtenir avec les méthodes classiques, qui ne peuvent pas prendre en compte tous ces critères 
simultanément. Le front de Pareto obtenu regroupe les meilleures solutions, notre choix de la solution est fait dans le but 
d'avoir un grand espace de travail dextérité, qui se traduit par le vecteur de paramètres géométriques  [R=0.7 ; r=0.2 ; L=0.9]. 
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Abstract:Due to the energy crisis and the rising level of pollution 

around the world, a new source of clean energy is the fuel cell, as it 

has no production other than water and heat.  PEMFC (Proton 

Exchange Membrane Fuel Cell) is an electrochemical device that are 

designed to directly convert, with high efficiency, the chemical energy 

from the reaction of the fuel (hydrogen in case of PEMFC) and an 

oxidant (oxygen) into electricity. This study aims to setup a state of the 

art on PEM Fuel Cell. 
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I-Introduction  

   Increasing levels of pollution and possible 

anthropogenic global warming resulting   from the 

combustion of fossil fuels have urged scientists to 

consider alternative energy conversion and  power 

generation systems that could satisfy the global 

energy demands in more environmental-friendly 

ways[1]. Wind, tidal, solar and hydrogen based 

renewable energy systems are some of the potential 

areas in this regard. Hydrogen-based renewable 

energy systems such as fuel cells offer a promising 

pathway with the prospect of low- to zero-emissions 

during power    generation for   sub-watt to megawatt 

applications in transportation, manufacturing and 

communications.  

The combination of high efficiency, environmental 

benefits and versatility make fuel cells a suitable 

power generation device for both terrestrial and 

space applications. Despite these potential benefits, 

the commercial deployment of fuel cells faces many 

challenges such as, high operating cost and a lack of 

existing hydrogen infrastructure. 

The fuel cell was first demonstrated by Lawyer-cum-

inventor William Grove in 1839, but no further 

significant research was carried out in this field until 

the late 1940s. The first commercial application of a 

fuel cell was in space and military systems[2]. 

Among the different types of fuel cells, the polymer 

electrolyte membrane (PEM) fuel cell is considered 

a promising approach due to its low operating 

temperature and simple design configuration. The 

basic operating principle of a fuel cell is simple, but 

involves the coupling of complex transport 

phenomena such as species transport by convection 

and diffusion, heat transfer, charge balance and 

electrochemical kinetics[3]. These transport 

phenomena lead to certain efficiency losses in the 

fuel cell that affect its overall performance. The 

performance of a fuel cell can be investigated in two 

ways; either by experimental techniques or by 

numerical simulations. Experimental methods have 

limitations when investigating the complex 

interaction of transport phenomena taking place 

inside the fuel cell, whereas numerical modelling 

provides a better insight into the problem. 

Furthermore, it is not possible to perform detailed in-
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situ measurements of a fuel cell during its operation 

because of its reactive environment. The complex 

experimental setup of the fuel cell system has 

stimulated efforts to develop sophisticated numerical 

models of the fuel cell that can simulate and predict 

the coupled transport of reactant and product species, 

heat transfer and charge balance along the fuel cell 

domain. 

   A several scientific papers were performed on 

PEM Fuel Cell system and its application. Theses 

researches were contributedsignificantly on the 

improvement of the PEMFC performances and uses. 

   Sudarshan L et all[4]are used identification black 

box approach system to develop more realistic 

mathematical model for dynamic behaviour inside a 

polymer electrolyte membrane (PEM) fuel cell.  The 

performance of each model structure was validated 

with the data from a
225cm active area practical 

PEMFC. Their devellped model models can be used 

to predict polarization behavior under different 

loading conditions in PEMFC system. 

Nanofluid adoption as an alternative coolant for 

PEMFC thermo-electrical performances 

improvement was studied by IrnieZakaria et all [5].  

In this articl, Thermo-physical properties of 0 1  0 3. , .

and 0 5. % volume concentration of 
2 3Al O

nanoparticles dispersed in water was 

used.Theirresultwas depicted that the cooling rate 

improved up to 187%  with the addition of 0 5. %

volume concentration of 
2 3Al O nanofluids to the 

base fluid of water. The obtained improvement was 

interpreted by the excellent thermal conductivity 

property of nanofluids as compared to the base fluid.  

   Horng-Wen Wu et all [6] was performed a 

numerical study on the effect of flow field 

designchnagement by the arrangement pattern of the 

protrusive gas diffusion layer (GDL) on the cell 

performance for a full-scale serpentine channel. This 

paper showed that the arrangement pattern of 

protrusive GDL affects the electric power, pressure 

drop, and the net power of the PEM fuel cell. In 

different paper, Horng-Wen Wu [7] is reviewed the 

transport phenomana and performance modeling of 

proton exchange membrane (PEM) fuel cells during 

the past few years. He defined the PEM fuel cell as 

a set of distinct devices and a series of transport 

phenomanenthrough gas porous channels, electric 

power production through membrane electrode 

assembly and electrochemical reactions. It can be 

conclude from thispaperthat there are a lot findings 

and enhancement of PEMFC system performance 

through numerical modelling and simulation studies.  

   The PEM fuel cell is exposed to different 

mechanical stresses due to the different assembly 

procedures, operational and environmental working 

conditions. Ahmed MohmedDafalla and Fangming 

Jiang [8] are carried out a review research on the 

mentioned problem. These stresses include the 

compressive clamping stress, hygrothermal stress, 

freeze-thaw stress, and the stress due to vibration 

conditions. The review depicted that the 

combination of these stresses may be lead to PEMFC 

performance degradation and structural damage. As 

consequence, avoiding generated stress are 

necessary for improving PEM fuel cell permanence 

and durability. 

   A numerical simulation using Matlab–Simulink 

environment was performed by Z.Abdin et all [9]. 

The adopted model was based on parameters with 

direct physical meaning, with the aim to get 

empirically describion on the characteristics of the 

fuel cell. The impact of different parametres namely 

pressure, temperature, humidification and reactant 

partial pressure on cell performance are studied.     

The proposed simplifying assumptions led to fairly 

light in computational demand of the adopted model 

and it getout a result with well corcordance with 

experimental data especially at high current density. 

   This paperaims to review PEM fuel cell system, 

itsworkingprincipalsandits applications. 

 

II. Fuel Cell Types 

   There are different types of the fuel cell systems 

have been investigated by researchers to improve 

their performance and promote their 

commercialization. Theses classes of fuel cells have 

emerged as viable power systems for the present and 

near future applications. Each type of fuel cell has 

some merits and drawbacks. A brief description of 

the major types of fuel cells is presented in the 

following sections. 

 
II.1 Polymer Electrolyte Membrane (PEM) Fuel 

Cell 

   The polymer electrolyte membrane (PEM) fuel 

cell is regarded as one of the most promising types 

of fuel cells due to its simplicity and low operating 

temperature. This type of fuel cells generally operate 

between 50 to 100 °C, which makes them suitable 

for automotive and mobile applications [1].In this 

type of fuel cells, the electrolyte is a solid polymer 

which contains mobile protons. The major drawback 

of the low operating temperature of PEM fuel cells 

is the low electrochemical reaction rate, which can 

be addressed using sophisticated catalysts and 

electrodes. 

   A lot of research has been done on various aspects 

of PEM fuel cells. The standard single PEM fuel cell 

is a combination of two endplates as current 

collectors, two gas diffusion layers, two catalyst 

layers and a proton exchange membrane Generally, 

the hydrogen is fed in from anode side channel and 

split in the catalyst layer into protons and electrons.   

The protons pass through the membrane to the 

cathode catalyst where they combine with the 

oxygen fed in from the cathode-side channel and 

electrons from the external electric circuit to form 635 



Algerian Journal of Environmental Science and Technology 
April edition. Vol 4.No 1. (2018) 

ISSN    : 2437-1114 

www.aljest.org 
ALJEST 

 

Copyright © 2018, Algerian Journal of Environmental Science and Technology, All rights reserved 
 

water. The movement of the electrons in the external 

circuit is the current generated. 

 

 

 

Figure 1.Schematic of a PEM fuel cell[3] 

 

 

II.2 Phosphoric Acid Fuel Cell 

   This type of fuel cells uses liquid phosphoric acid 

as an electrolyte. Hydrogen is introduced at the 

anode side and is oxidized to produce positively 

charged protons and negatively charged electrons. 

The ionic conductivity of the phosphoric acid is low 

at low temperatures. Furthermore, it solidifies at 

temperatures below 40 °C, which makes the initial 

start-up difficult and restricts the continuous 

operation of this type of fuel cells . Phosphoric acid 

fuel cells operate at a temperature of around 220 °C 

and can tolerate carbon monoxide, which is not 

acceptable for many other types of fuel cells. 

Moreover, In this type of fuel cells, the hydrogen fuel 

problem can be solved by reforming natural gas 

(CH4, methane) to hydrogen and carbon dioxide, but 

the equipment required for this adds considerable 

cost, complexity and size to the fuel cell system[10]. 

 

II.3 Solid Oxide Fuel Cell 

   Solid oxide fuel cells are made up of four layers, 

three of which are ceramic. Ceramics do not become 

ionically active until they reach at very high 

temperature and therefore the solid oxide fuel cell is 

only operational in the region of 800-1200 ºC. 

Oxygen gas enters at the cathode side while fuel 

enters at the anode side. Light hydrocarbon fuels 

such as methane, propane and butane are mostly used 

as fuels in this type of fuel cell. Oxygen is reduced 

into oxygen ions at the cathode side. These oxygen 

ions then diffuse through the solid oxide electrolyte 

to the anode where they electro-chemically oxidize 

the fuel. This type of fuel cell is generally suitable 

for large industrial applications because of its high 

operating temperature range. Due to such high 

temperatures, a fast reaction rate can be achieved 

without using any expensive catalysts[11]. 

 

 

II.4 Molten Carbonate Fuel Cell 

   This type of fuel cell is a mixture of molten alkali 

metal carbonates, usually a binary mixture of lithium 

and potassium, or lithium and sodium carbonates. It 

should be operate at 650 °C in order toliquefy the 

carbonate salts and achieve high ion mobility 

through the electrolyte.Unlike other types of fuel 

cells; molten carbonate fuel cells do not necessitate 

any external reformer to extract hydrogen from 

energy-dense fuels. Due to its high operating 

temperature, the fuels are converted into hydrogen 

within the fuel cell itself by internal reforming[12]. 

 

 

 

Figure 2.molten carbonate fuel cells working 

princible[3] 

 

III. PEM Fuel Cell operating  principles 

   PEM fuel cells consist of three major components: 

a negatively charged electrode (cathode), a 

positively charged electrode (anode) and a 

membrane electrode assembly. The membrane 

electrode assembly consists of a current collector, a 

porous gas diffusion layer, a catalyst layer and an 

electrolyte membrane. The operating principle of a 

PEMFC is simple and can be considered to be the 

opposite of electrolysis in wicth the electric current 

is passed through water to produce hydrogen and 

oxygen, however in a PEM fuel cell, hydrogen and 

oxygen gases are passed at either side of the polymer 636 
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electrolyte membrane where hydrogen is split into its 

elementary constituents - the positively charged 

proton ions and the negatively charged electrons. 

   The potential difference between anode and 

cathode attracts the protons from anode to cathode 

causing them to travel through the electrolyte 

membrane, whereas the electrons travel first through 

an external circuit and then to the membrane catalyst 

layer interface at the cathode side where they react 

with the reduced oxygen atoms, following this, the 

reduced oxygen atoms react with the protons 

diffusing through the membrane to produce heat and 

water as by-products [13].The electrochemical 

reactions for the PEM fuel cell can be stated as 

follows: 

 

 

 

Figure 3.Schematic view of a PEM fuel cell and its 

operating  principles[14] 

 

   At the catalyst layer, the hydrogen splits into 

hydrogen protons and electrons according to: 

     
2

2H 4H 4e  (1) 

Cathode Reaction: 

      
2 2

O 4H 4e 2H O  (2) 

   The overall reaction is exothermic and can be 

written as: 

 2 2 22 2 electricity heat   H O H O  (3) 

IV.  PEM Fuel Cell Components 

   A PEM fuel cell consists of four major 

components. The following sections briefly describe 

these components and their role in the operation of 

the fuel cell. 

 

IV.1 Polymer Electrolyte Membrane 

  The polymer electrolyte membrane is the heart of a 

PEM fuel cell. It has two main functions; firstly, it 

works as a gas separator, preventing the reactant 

gases from directly reacting with each other; 

secondly, it acts as the proton conductor. Typically, 

the electrolyte membrane consists of a 

Perfluroinated polymer backbone with Sulphonyl 

acid side chains [15].Nafion® membranes by Du-

Pont are typically used as the de-facto standard for 

most of the polymer electrolyte fuel cells. 

   However, there are also other variants of 

electrolyte membranes, such as Flemion® and 

Aciplex® membranes, which are well known in the 

fuel cell industry [16]. Membranes have to be 

hydrated so as to sustain their protonic conductivity. 

It is therefore necessary for the membrane to retain a 

certain amount of water content so as to maintain its 

ability to transfer protons. This depends on two 

phenomena; firstly, that of the chemical affinity for 

water in hydrophobic regions of the membrane, 

which enables the membrane to absorb and retain 

water; secondly, that of the electro-osmotic drag 

phenomena, whereby each hydrogen ion is 

accompanied by one or two molecules of water 

[17].The requirement to keep the membrane 

hydrated restricts PEM fuel cell operation at higher 

temperatures. In general, to achieve high efficiency, 

the membrane must possesses the following 

properties [18, 19] 

a) High proton conductivity to support high currents 

with minimum resistive losses and zero electronic 

conductivity. 

b) Adequate mechanical strength and durability. 

c) Chemical stability under operating conditions. 

d) Extremely low fuel or oxygen by-pass to 

minimize crossover current. 

e) Reasonable production cost which is compatible 

with intended application. 

 

IV.2 Gas Diffusion Layer (GDL) 

   The gas diffusion layer enables efficient 

distribution of the reactant and product species along 

the fuel cell domain. The gas diffusion layer is made 

up of a sufficiently porous and electrically 

conductive material. Materials of a typical gas 

diffusion layer include carbon paper or carbon cloth 

with typical thicknesses of 100- 300 μm[2]. The 

GDL is intentionally porous to increase the wetted 

surface area by hundreds and even thousands times 

the geometric surface area [13]. 

   The gas diffusion layer is characterized by its 

thickness, hydrophobic nature and dry resistance to 

flow and electric properties [20]. Performance of the 

PEM fuel cell is immensely influenced by the 

reactant/product species distribution along the gas 

diffusion layer since it can lead to issues such as 

water flooding and poor concentration distribution. 637 
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To facilitate excess water removal from the fuel cell 

and minimize water flooding, the hydrophobicity of 

the GDL is increased by impregnating it with a 

hydrophobic material. The amount of hydrophobic 

agent used is a sensitive parameter as excess 

impregnation can result in the blockage of surface 

pores and thus a reduction of the GDL porosity [21]. 

IV.3 Catalyst Layer 

   A fine layer of catalyst, usually the noble metal 

platinum (Pt), is applied to both faces of the 

electrolyte membrane. A catalyst loading of 0.1-0.3 

mg/cm2 per membrane catalyst layer is typically 

used. The thickness of the catalyst layer is usually in 

the range 5-15 μm[22]. Due to the high cost of 

platinum, it must be used sparingly in order to reduce 

the overall cost of the PEM fuel cell[23].The catalyst 

layer breaks the bonds between the atoms of the 

reactant species and promotes higher reaction rates. 

At the anode side, the hydrogen molecules are 

absorbed onto the surface of the catalyst and the 

bonds between the hydrogen atoms are stretched and 

weakened so that they eventually break. A similar 

mechanism occurs on the cathode side where the 

reduction of oxygen is promoted by the action of the 

catalyst. 

 

 

 

Figure 4.fuel cell catalyst construction[16] 

 

IV.4 Gas Flow Channel (Bipolar / End Plates) 

  The interconnection between the fuel cells in a 

stack is achieved using conductive plates. When 

machined on both sides, they are normally called 

bipolar plates. Plates which are fitted at the edges of 

the fuel cell stack and are machined on one side only 

are termed end plates. The term electrode plates will 

be used here to refer to the bipolar and end plates. 

These plates are an important component of any fuel 

cell system because they assist the supply of fuel and 

oxidant to the reactive sites, remove reaction 

products, collect produced current and provide 

structural support [24]. Usually, when the electrode 

plates are made of graphite; they represent about 60 

% of the total weight of PEMFC, 30% of its total cost 

and 80% of its total volume.    Hence,the designs of 

the electrode plates play a significant role in the 

weight and cost of a fuel cell. The essential 

requestsof these plates are [2]: 

 

 High values of electronic and thermal 

conductivity; 

 High mechanical strength; 

 Impermeability to reactant gases; 

 Resistance to corrosion; 

 Low cost of production. 

   Bipolar plates are usually constructed from 

graphite. However, graphite is porous, fragile, and 

needs to be thick for the required strength, leading to 

an increase in weight, size and cost. As such, 

alternative materials have been under intense study 

by various researchers [25]. Different design 

topologies, i.e. straight, serpentine or spiral shapes 

have been used by the researchers to achieve the 

aforementioned functions efficiently with the aim of 

obtaining high performance and economic 

advantages. Around a 50% increase in fuel cell 

performance has been reported just by improving the 

distribution of the gas flow fields [26]. Bipolar/end 

plates typically have fluid flow channels stamped on 

their surfaces. Flow channel geometry at both the 

anode and cathode sides can be different from each 

other depending on their design requirements. The 

essential requirements for the bipolar plates with 

respect to physio-chemical characteristics are the 

uniform distribution of the reactant species over the 

active surface of the electrode to minimize the 

concentration over potential. The choice of flow 

field configuration strongly affects the performance 

of a PEM fuel cell, especially in terms of water 

management and distribution of reactant species. 

Due to this, the effective design and optimization of 

the gas flow fields and the bipolar plates remains a 

very important issue for cost reduction and 

performance improvement of the PEM fuel cell. The 

different types of flow field configurations that have 

been used by researchers are discussed in the 

following sections. 

 

a) Serpentine Shaped Gas Flow Channel 

 The serpentine shaped gas flow channel 

configuration is a common option for many fuel cell 

designers. In this design configuration, only one 

flow path exists for the reactant gases across the flow 

field plate and any liquid water accumulating in the 

channel is quickly pushed out of the cell. Watkins et 

al.[27]studied the optimization of serpentine shaped 

flow channels. This type of flow field configuration 
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results in high pressure losses and therefore needs a 

high pressure flow. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.Serpentine shaped gas flow channel 

configuration [27] 

b) Parallel/Straight Shaped Gas Flow 

Channel 

Pollegriet al.[24]introduced the concept of a 

parallel/straight type gas flow channel configuration. 

This type of flow field has an advantage over the 

serpentine shaped channels due to the lower pressure 

losses; on the other hand, a major drawback is that 

different paths exist across the bipolar plate for the 

reactant gases, potentially causing ineffective water 

removal because of the uneven flow distribution of 

the reactant flow through the fuel cell domain. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.Parallel gas flow channel configuration 

[24] 

 

c) Spiral Shaped Gas Flow Channel 

   Kaskimies et al. [27] proposed a spiral shaped gas 

flow field configuration. This configuration 

combines the effective water removal of the single 

channel geometry with the advantage of having 

channels containing fresh and depleted cathode gas 

side by side, leading to better distributions of oxygen 

and water. However, the manufacturing cost of this 

type of flow field configuration is significantly 

higher. 

 

 

Figure 7.Spiral flow field configuration [26] 

 

 

V- Conclusion 

   This paper reviewed the existing literature on PEM 

type fuel cells, mainly focusing upon the important 

type, components and reactions taking place inside 

its domain. Different materials for bipolar/end plates 

were also discussed in this research. PEM fuel cells 

have undeniable advantages, system performance, 

good dynamics and low operating temperature. 

Regardless of the problem of availability and supply 

of hydrogen, many points remain to be addressed 

(cost, mass and volume, service life, thermal 

management, fluidic management). 

   If we look to the great number of studies interest 

by PEM fuel cell system, we can conclude that this 

subject is being very important in Clean 

Technologies and Environmental Sciences. 
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Abstract Saline aquifers are chose for geological storage of greenhouse gas CO2 because of their 

storage potential. In almost all cases of practical interest, CO2 is present on top of the liquid and CO2 

dissolution leads to a small increase in the density of the aqueous phase. This situation results in the 

creation of negative buoyancy force for downward density-driven natural convection and 

consequently enhances CO2 sequestration. In order to study CO2 injection at pore-level, an 

isothermal Lattice Boltzmann Model (LBM) with two distribution functions is adopted to simulate 

density-driven natural convection in porous media with irregular geometry obtained by image 

treatment. The present analysis showed that after the onset of natural convection instability, the brine 

with a high CO2 concentration infringed into the underlying unaffected brine, in favor of the 

migration of CO2 into the pores structure. With low Rayleigh numbers, the instantaneous mass flux 

and total dissolved CO2 mass are very close to that derived from penetration theory (diffusion only), 

but the fluxes are significantly enhanced with high Ra number. The simulated results show that as 

the time increases, some chaotic and recirculation zones in the flow appear obviously, which 

promotes the renewal of interfacial liquid, and hence enhances dissolution of CO2 into brine. This 

study is focused on the scale of a few pores, but shows implications in enhanced oil/gas recovery 

with CO2 sequestration in aquifers.  

Keywords Lattice Boltzmann method, Density driven, Pore-scale, CO2, Mass transfer  

 

1. Introduction 

The growing concerns over the global warming due to the increase in the global concentration 

of greenhouse gases in the atmosphere has increased the interest in examining various techniques to 

reduce the emission of these gases. A main component of greenhouse gases is carbon dioxide (CO2). 
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A promising long term solution for mitigating global heating is to inject CO2 into geological 

formations; either for CO2 sequestration or enhanced oil/gas recovery. A suitable choice of 

geological formations for CO2 sequestration includes coal beds, depleted petroleum and gas 

reservoirs, deep-sea sediments, and deep saline aquifers. In many practical cases, geological storage 

of CO2 is accomplished by injecting it in supercritical phase into a porous rock formation below the 

earth surface which is already saturated with a liquid (water or oil) [1,2]. The great concern on 

geological CO2 trapping is the long-term fate and security of the stored CO2. More specifically, 

researchers are concerned with preventing potential leakage of CO2 from underground reservoirs, 

which might be caused by fractures in cap rock or abandoned oil/gas wells [3].  Therefore, the 

analysis of CO2 dissolution phenomena in underground geological formations is of great importance 

in CO2 injection projects. 

In most CO2 injection studies over the world, the carbon dioxide is injected in the supercritical 

phase. The supercritical density of CO2 is about 70% of water density, and the kinematic viscosity is 

0.1–0.25 of water [4]. Hence, it is expected that when CO2 is injected into the porous formation, 

initially it accumulates under low-permeability cap rock and subsequently dissolves into the 

formation liquid by molecular diffusion [5]. As a result, the saline density aquifer increases and 

eventually the CO2–brine interface become unstable. For favorable conditions, density driven natural 

downward convection occurs and CO2 –saturated brine moves downward and is replaced by 

underlying unaffected brine, which enhances the mass transfer of CO2. Numerous experimental and 

theoretical studies on the density-driven natural convection process in porous media [2,6-8] are 

available. Rapaka et al. studied the effect of anisotropy in the permeability fields on density-driven 

natural convection [9]. Li and Dong reported experimental studies of carbon dioxide diffusion in 

porous media under reservoir conditions [10]. They presented a new method for measuring the 

effective CO2 diffusion coefficient in oil-saturated porous media under reservoir conditions. The  

investigation of the effect of heterogeneity on density-driven natural convection of CO2 overlying a 

brine layer was studied by Farajzadeh et al. [11]. The spectral method has been used to generate 

permeability heterogeneity fields. Chen et al. investigated experimentally the velocity distribution in 

Rayleigh convection in the gas–liquid mass transfer of acetone volatilization in acetone-ethyl acetate 

binary system via particle image velocimetry (PIV) [12]. 

During the past two decades, Lattice Boltzmann Method (LBM) has been demonstrated to have 

the advantages in clear mathematical and physical meanings, easy implementation of the boundary 

conditions in complex geometry like real porous structure, high computational efficiency, numerical 

accuracy and easy parallelization. LBM has been successfully applied to the simulation of fluid flow 

including single- and multiphase flows [13,14], natural convection caused by temperature gradient 

[15,16], and double diffusive natural convection in a cavity with a hot square obstacle inside [17], 

Rayleigh convection generated by a local high concentration gradient in the gas–liquid mass transfer 

process of CO2 absorption into liquid ethanol [18,19], density driven natural convection in 

anisotropic and heterogeneous saline aquifers [4]. Cheng et al. [3] have simulated the density driven 
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natural convection in simple fractured porous media at pore scale by using LBM. However, in real 

porous media the geometry is rather irregular and complex. 

In this study, a two-dimensional LBM with a double distribution model is implemented for 

simulating density driven natural convection of CO2 in porous medium of irregular geometry. The 

density driven natural convection was manipulated by a high concentration gradient area at the top 

boundary. The complicated coupling between pore geometry, dissolution of CO2, and density-driven 

natural convection was investigated. The simulated results are used to investigate the velocity, 

concentration fields, the instantaneous mass flux and total dissolved CO2 mass.  

 

2. Problem Definition and mathematical Model 

2.1. Pore-level view of CO2 injection project 

Figure 1 shows a schematic of pore-level image during CO2 injection in saline aquifers. Porous 

rocks in the geological formation have a wide range of pore scales. Injected CO2 accumulates under 

the low permeability cap rock and slowly diffusion into brine. The density of CO2- saturated brine is 

slightly increased, as a results the density driven natural convection occurs and downward. However, 

there is little pore-scale investigation of the process coupling density driven natural convection and 

CO2 dissolution in real porous structure. In the following sections, the LB method will be described 

for the pore-level study.  

 

 

Fig. 1. Schematic illustration of pore-level CO2 injection, dissolution and natural convection 

 

2.2. Problem statement 

The two-dimensional computational domain of the problem is shown in Fig. 2. The geometry is 

considered as a porous structure packed with irregular grains retrieved by image processing and 

filled with quiescent brine. The domain has a total dimension of 200200 non-dimensional lattice 
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unit with a resolution of 0.2 mm per unit. Thus, the domain dimension ( )h h in the real system is 

0.040.04 m
2
. The thermal effect of absorption of CO2 is assumed to be isothermal. Also, the 

chemical interactions and diffusion between rocks / fluids are neglected, so the dissolved CO2 acts as 

a conservative solute tracer. The top boundary of this domain is CO2-brine free interface. The bottom 

boundary is considered as solid wall. Because the natures of velocity and concentration distributions 

are complex and random in the density driven natural convection process, we simulate a simple case 

where the top boundary is a free surface with a constant concentration corresponding to the 

solubility of carbon dioxide.  

 

y 

x 

Carbon dioxide  

Porous  

Rock 

(0, 0) 

Brine  

 

Fig. 2. Geometry of the computational domain of porous structure 

 

The physical properties of the brine and the saturated brine-CO2 are given in Table 1. In the 

simulation, an interfacial concentration value of 0.4 kg/m
3
 at the CO2-brine interface was taken.  

 

Table 1 Physical properties of pure brine and saturated brine-CO2 at T=296.15 K, P=101.0 kPa 

 1

brine , kg/m
3
 

 1
 , kg/m

3
 

 1

sC , kg/m
3
 

 2 2(m /s)D  
 2

 , Pa·s 

1000 10 10 1.8510
-9 30.93 10  

Note: (1) From [4], (2) from [20]. 

 

2.3. LBM model with double distribution functions 

Unlike macroscale differential approaches based on traditional Navier-Stokes equations, the 

LBM discretizes the fluid into particles which are individually sited on every node of a lattice system. 

At the end of each time step, the particles move and collide with others, and the distribution 

probability of particle density at a node after the collision obeys the Boltzmann equation. The 

underlying concept of the LBM is to incorporate the essential physics of the problem into the 
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simplified kinetic equation such that the correct macroscopic behavior of the fluid is recovered [18]. 

A D2Q9 (9 velocity vectors in 2-D space) lattice model was adopted in this study. The LB equation 

for fluid flow is written as [21]   

   
 , ( , )

, , ( 0,1,2....8)
u

eq

f

e
x

x x








    
i i

i i i

f t f
f t t t f t i

            

 (1) 

where  ,if tx
 

is the volume-averaged distribution function for the particle at lattice location x  

and time t traveling along the i-th direction; ie  is the lattice velocity vector corresponding to 

direction i, which is defined as 

    

   

0 for  0

π π
cos 1 ,sin 1 for 1,2,3,4

2 2

π π π π
2 cos 5 ,sin 5 for  5,6,7,8

2 4 2 4

i

c i i i

i i i





      

        
    

     
         
     

ie  

 

      

 

      

 (2) 

In the above equations, c x t  , where x  and t are the lattice spacing and the time step, 

respectively, are both equal to one in LB method. f  is the dimensionless relaxation time related to 

the kinematic viscosity   as 
2

f( 0.5) / 3     x t [22].  

 

eq ( , )uif  is the equilibrium distribution function at location x  and time t along the i-th 

direction, which is chosen to recover the macroscopic Navier-Stokes equations: 

 

2 2
eq

2 4 2

. ( . )1 1
( , ) 1

2 2
u i ic u c u u

 
 

    
 

i

s s s

if
c c c

                                 

 (3) 

where 3sc c is the sound speed, i are the weight coefficients with 0 4 9  , 1 4 1 9   , 

5 8 1 36    in the D2Q9 model.  and u  are the macroscopic fluid density and velocity, 

respectively: 

 
0

8

i

i

f



                                  

 (4) 

8

0

i i

i

f


u e

    

(5) 

The pressure can be calculated by
2

sp c  . In order to simulate the transport of dissolved CO2, 

another distribution function  ,ig tx
 

is used: 
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    
  eq

s

, ( , )
, , ( 0,1,2....8)

u
e

x
x x








    

i i

i i i

g t g
g t t t g t i    (6) 

where s is the dimensionless relaxation time related to the solute diffusivity by 

2

s( 0.5) / 3   D x t [22]. 
eq ( , )uig C  is the equilibrium distribution function at location x  

and time t  along the i-th  direction, which is chosen to recover the macroscopic advection-diffusion 

equation:   

2 2
eq

2 4 2

( )1 1
( , ) 1

2 2
u i ic u c u u


  

    
 

i

s

i

s s

g C
c c c

C

   

(7) 

where C is the macroscopic concentration of dissolved CO2 calculated by 

0

8



 i

i

C g     (8) 

The main governing dimensionless parameters controlling density driven natural convection are 

the Rayleigh  Ra and Schmidt  Sc numbers, defined as 

3h g
Ra

D








                    

(9) 

Sc
D


     (10) 

One of the important characterizing parameter for density driven natural convection is the 

critical time, defined as the minimum time for the onset of instability at the interface and marked as 

crt . We can define the dimensionless critical time as 
*

cr cr c/t t t , where ct  is the characteristic 

time and calculated by 

c brine  t h g     (11) 

One of the key components for the application of the lattice Boltzmann method to physical 

problems is the correct conversion from physical world units to lattice units to and vice versa. 

Because it is not possible to directly input the variables and therefore, scaling has to be applied. The 

fluid viscosity has to be scaled first, we can choose any value less than 0.1 [23]. Having in hand the 

real values of fluids physical proprieties and the model parameters, we can define the domain 

high  mh , the fluid kinematic viscosity 
2m /s    , the strength of external force 

(gravity)
2m/sg    , the fluid density 

3kg/m    , the size of an LBM lattice  mx
 

(resolution 

dependent). These parameters are used to set a reasonable time step size  st  and limit the mass 

difference in the simulation  kgm . The values of the LBM simulation are dimensionless and they 

should be converted to the dimensionless values The following steps show how the physical units 

(with a subscript 'p ' ) are transformed to lattice units (with a subscript ' l ' ): lattice time: 
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l p / ,t t t  lattice gravity: 
2

l p ( / )g g t x   , lattice density difference: 

3

l p ( / )x m      , lattice diffusion number: 
2

l p ( / )D D t x   .  

 

2.4. Implementation of external forces 

Initially, dissolved CO2 migrates downward mainly by pure diffusion, which implies that the 

dissolved CO2 slightly increases the brine density. The well-known assumption of Boussinesq 

approximation is adopted to assume that material properties are independent of CO2 concentration 

except the density. Thus, only the body force, buoyancy or gravity, caused by density difference is 

considered as the external force in the system. The density difference, which was assumed to vary 

linearly with the concentration difference caused by the mass transfer, is the only source [18]. In this 

problem, the exerted body force can be written as 

0 0 C    g g g     (12) 

where   is the saline aquifer density, 0  is the density of pure water, and 
 

is the expansion 

coefficient, which is defined as   0/ /C     . It is noticed that only the second term on the 

right-hand side of Eq. (12) contributes to density variation. The first term on the right-hand side of 

Eq. (12) is the same for all nodes, thus we can put it into the pressure term as 0 yg e . After 

inserting 
 

into Eq. (12), the body force term can be reduces to 

yCg
C





  


gF e     (13) 

where   is the increment of saline aquifer density when the difference between the 

concentrations of pure brine and the concentration of saturated brine-CO2 reaches the maximum 

value C . The dimensionless form of the body force is defined as follow 

( ) yg    eF
   

 (14) 

This implies that the body force is linearly proportional to the local dimensionless concentration, 

C C   , with 0 1  . Incorporating the body force into the model, the velocity in the 

equilibrium distribution function 
u  and flow velocity u  is modified as follows [24]:  

 
f

t




 
 

F
u u

   

 (15) 

 
2

t




 

F
u u     (16) 

 

2.5. Boundary conditions  

In the LB method, distribution functions out of the domain are known from the streaming 

process. The unknown distribution functions are those towards the domain [25]. Fig. 4 shows the 
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unknown distribution functions, which are needed to be determined, as dotted lines.  

The bounce-back boundary is employed on the south boundary and brine-rock interface for the 

flow field and the concentration field, which means that incoming boundary populations equal to 

out-going populations after the collision. For instance for south boundary, the following conditions 

are imposed: 

75

42

86

( , ) ( , )

( , ) ( , )

( , ) ( , )

f x y f x y

f x y f x y

f x y f x y







    (17) 

where if represents the distribution function after collision and streaming, similarly for 

concentration field. 

 

 

4 

1 

5 2 

3 

7 

6 

8 4 

1 

5 2 

3 

7 

6 

8 

4 

1 

5 2 

3 

7 

6 

8 

4 

1 

5 2 

3 

7 

6 

8 

 North  

East   

West  

South   

CO2-brine interface  

 

Fig. 4. Boundary conditions with domain classification: (1) fluid lattice (light gray nodes); (2) inner solid lattice 

(gray nodes) and (3) boundary solid-fluid interface (black nodes) 

 

A periodic boundary condition was used at the west and east boundaries for the flow field and 

the concentration field, which means that entering distribution functions at west boundary, are the 

same as the distribution functions leaving from east boundary and vice versa. For instance for west 

boundary, the following conditions are imposed: 

5 west 5 east

1 west 1

8 8 east

( , ) ( , )

( , ) ( , )

( , ) ( , )

east

west

f x y f x y

f x y f x y

f x y f x y







    (18) 

We use the same boundary condition for concentration field. We use the mirror symmetric 
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boundary [26] to treat the CO2-brine free interface. This type of boundary condition can ensure that 

the gradient of horizontal velocity along the vertical direction equals to zero, i.e. 

4 22 4

7 66 7

8 55 8

( , ) ( , 1) 0,1,3

( , ) ( , 1), ( , ) ( , 1)

( , ) ( , 1), ( , ) ( , 1)

( , ) ( , 1), ( , ) ( , 1)

  

   

   

   

iif x m f x m i

f x m f x m f x m f x m

f x m f x m f x m f x m

f x m f x m f x m f x m

   (19) 

where m is the number of nodes in the y direction.  

The constant concentration boundary [27] is used on the north boundary to handle the 

dissolution of CO2 into brine, which is described below: 

0 1 2 3 5 6

4 7 8

4 4

7 7

8 8

( )C f f f f f f
C

f C

f C

f C

  







     


 






  

 (20) 

where C  denotes the residual amount of concentration needed to satisfy the specified constant 

concentration condition C at the current lattice node. 

 

3. Model validation 

The LB model described above was validated with experimental study performed by Fu et al. 

[18] by simulating under the same operating conditions the 2D Rayleigh convection generated by a 

local high concentration gradient in the gas–liquid mass transfer process during CO2 absorption into 

liquid ethanol. The height and width of the computational domain are equal to 100 (in the lattice 

unit); with a resolution of 0.4 mm. Thus, the domain dimension in the real system is equal 

to 240 40 mm . For boundary conditions, the bounce-back boundary is employed on the south 

boundary, and periodic boundary on the east and west boundaries for the flow field and the 

concentration field. On the north boundary, we used the mirror symmetric boundary for fluid flow 

and the constant concentration boundary for solute transport. The predicted distribution of vertical 

velocity along vertical line during the absorption process at 20 mmx   for different time instants 

is presented in Fig. 5. It can be seen from this figure that simulated results coincide quite well with 

the experimental results. The minor discrepancies between the present simulation and experimental 

measurements can be attributed to the measurements uncertainties and simulation accuracy. Figure 6 

shows the simulated and experimental transient streamlines results after 120 s, 140 s and 160 s, 

respectively. These figures show the agreement between simulation and experimental results of 

circulation flows obtained by particle image velocimetry technique.  
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Fig. 5. Comparison between simulated (continuous line) and experimental (black points) results for 

distribution of vertical velocity along vertical line at x =20 mm  for different time instants 
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Fig. 6. Transient simulated streamlines of present study (left) and transient experimental streamlines (right) 

for different time instants. 

 

2. Simulation Results and Discussion  

As described in Section 2.4, the brine density was assumed to be linearly proportional to the 

concentration of CO2 caused by mass transfer process at the interface. Hence, saline aquifer density 

near the top was higher than that near the bottom. Thus, the density driven natural convection will be 

obvious and develop if the Rayleigh number is higher than the critical number. Under the real 

physical proprieties listed in Table 1, the Schmidt number will be around 500, however, this value 

present some numerical instability. Hence we set 100Sc   to avoid this problem. In addition, the 

computational domain has a total dimension of 200 200 and we set 0.1   for LB simulation. 

The simulation results of the temporal-spatial of solute concentration contours at different times are 
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illustrated in Fig. 7, representing the density driven natural convection of CO2 in porous structure. It 

can be seen that in the early stage, the dissolved CO2 migrated into the porous medium mainly by 

diffusion and the liquid density near the interface is increased. In this scenario, the density of the 

brine at the interface increases and becomes unstable and tended to move downward.   

The density driven natural convection could be observed at 50 st  . After that, CO2 continues 

to diffuse and intrude into the underlying unaffected brine. This process increased the interfacial area 

between dissolved CO2 plume and unaffected brine, which is favorable to enhance the migration of 

dissolved CO2 into the porous structure. The density driven natural convection reached the bottom of 

the domain at about 200 st , after that it began to spread into the porous structure, as shown in 

Figs. 7g, 7h and 7i.   

 

 
 

Fig. 7. Simulated of temporal-spatial cloud map of solute concentration at different times 

 

The transient velocity vectors in the porous structure are shown in Fig. 8. It can be seen in the 

early stage, that there are several pairs of vortex cells with diverse rotational directions and different 

sizes is formed in the brine. Also, with time going on, the flow fields became more disordered. As a 

result, the vortex centers continue moving downwards and impel the continuum mixing and 



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

 14 

exchange between the saturated brine and unaffected liquid by interfacial vicinity and promote the 

mass transfer process. Hence, we can conclude that in reality, the density driven natural convection 

during a CO2 injection project is able to produce obvious irregular motion of this geometry type. 

 

 
 

Fig. 8. Simulated transient velocity vectors at different times with enlarged map of rectangular zone 

 

The critical time for the occurrence of density driven natural convection as function of Rayleigh 

number is presented in Fig. 9. crt decreases when Ra is increased. Specifically, for the 

case
125.7 10Ra   , cr 30 st . Several other Ra  numbers were used in the simulations. The 

shape of the cr t Ra  curve was similar to the result obtained by Chen et al. [3], who investigated 

the relationship between the critical time and Ra number in fractured porous media.  
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Fig. 9. Critical time for the onset of instability as a function of Rayleigh number for
3

0.93 10 Pa.s   , 

9 2
1.85 10 m /sD

   and 
3

10 kg/m   

 

The simulated dimensionless critical time is presented as function of block size, as shown in Fig. 

10. It can be observed that there is a nearly linear relationship between 
* 1/2

crt 
and block size for our 

problem. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Dimensional critical time as function of block size (grid 200200) for
3

0.93 10 Pa.s   , 

9 2
1.85 10 m /sD

   and 
3

10 kg/m   

 

Figure 11 show the transient behavior of velocity vectors for different values of block size at 

 = 200 st  on a grid of 200200). As can be seen, a set of circulation flow is formed in the liquid 

bulk. Also, it can be noted that the geometrical morphology of porous media is invariant with 

variation of block size and the flow patterns are geometrically similar to Fig. 8. 
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Fig. 11. Transient velocity vectors for different values of block size at 200 s (grid 200200) 

 

The effect of Rayleigh number on interfacial mass transfer can be presented quantitatively by 

the instantaneous mass flux and dissolved CO2 mass into the porous structure. From the simulated 

concentration field, the instantaneous mass flux ins,tN  across the interface at time t under the 

condition of 
3

I 0.4 kg/mC  can be estimated by 

avg, avg, , avg,

ins,

I

( ) ( )t t t avg t t t

t

C C V C C h
N

A t t

  
 

 
   (21) 

The instantaneous mass flux through the top boundary per unit cross-sectional area along the 

vertical direction can be obtained by penetration theory, and can be written as [28] 

ins, I 0( )
π

t

D
N C C

t
      (22) 

The total dissolved CO2 mass accumulated after time t per unit cross-sectional area can be 

obtained by integrating Eq. (22) to yield 
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I 02( )
π

t

Dt
M C C      (23) 

The variation of instantaneous mass flux across the interface with time for different Rayleigh 

number by penetration theory and simulated concentration is shown in Fig. 12. In all cases the 

instantaneous mass flux along the vertical direction across the interface decreased clearly before 40 s 

where the interfacial mass transfer only proceeds by molecular diffusion. It can be found that the 

simulation results agree very well with the values predicted by the penetration theory within that 

time period, and then increased slowly with time at the onset of density driven natural convection. 

Following that, the instantaneous mass flux across the interface after 40 s is very close to the one 

derived from penetration theory with decreasing Rayleigh number, but it is above that derived from 

penetration theory with increasing Rayleigh number. As a result, the interfacial mass transfer 

proceeded in the combined manners of both density driven natural convection and molecular 

diffusion at high Rayleigh number. Therefore, the interfacial mass transfer flux is enhanced with 

increasing of Rayleigh number. 

 

 

Fig. 12. Variation of instantaneous mass flux ,ins tN with time for LBM simulation and penetration theory at 

3
I 0.4 kg·mC    for different Rayleigh number 

 

Figure 13 shows the effect of Rayleigh number on dissolved CO2 mass per unit interface area as 

a function of time. In the case of 
94.56 10Ra   , the dissolved CO2 mass is close to that obtained 

by analytical solution, or the diffusion dominated transport of dissolved CO2. When Ra was 

increased to
107.12 10 , the dissolved CO2 mass in the system was enhanced, because of the 

intensive downward convection due to the density difference. However, in this case, the dissolved 

CO2 mass in the porous structure does not exceed 
20.001kg m

 
over that by combined 

diffusion-convection and diffusion-only. As Ra was increased to
114.15 10 , the difference in the 



AC
C

EP
TE

D
 M

AN
U

SC
R

IP
T

ACCEPTED MANUSCRIPT

 18 

total dissolved CO2 mass became significant. This implies that the highly disordered fluid motion 

greatly enhanced the dissolution of CO2 at the different regions of unaffected brine.  

 

 

Fig. 13. Variation of dissolved CO2 mass with time at CI =0.4 kg·m3 for different Rayleigh number. 

 

6. Conclusions 

In this study, the LB model with a double distribution functions has been used to simulate 

density driven natural convection in a porous medium with a complex geometry. The LB model was 

verified by experimental study performed by Fu et al [18], by simulating the Rayleigh convection 

generated by a local high concentration gradient in the gas–liquid mass transfer process during CO2 

absorption into quiescent liquid ethanol. The key point for this study lies in the integration of 

irregular geometry obtained by image treatment in order to investigate real systems. The simulated 

results with the adopted LBM model show that the density driven natural convection will not occur 

until a critical time, and this time decreases with increasing Rayleigh number. When critical time is 

reached, the onset of convective instability will make the brine with a high CO2 concentration 

intruded into the underlying brine by circulation flows with high velocity and vortexes, which 

increases the interfacial mass transfer and mixing between rich brine by CO2 and poor brine, 

consequently in favor of the migration of CO2 into the fracture of porous structure. It was also 

demonstrated that our adopted LBM simulation approach can effectively capture the instantaneous 

mass flux across the interface and total dissolved CO2 mass, and the mass transfer rate and dissolved 

mass are effectively enhanced by increasing Rayleigh number. Pore-scale simulation by lattice 

Boltzmann method is considered as a promising tool for studying the coupling between CO2 

dissolution, mass transport, and heterogeneity of pore geometry. Specifically, the effect of density 

driven natural convection during geological storage of CO2 on underground petro-physical and 

chemical properties should be investigated.  
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Nomenclature 

IA       Interfacial area, m2 

C       CO2 concentration in the brine, kg·m-3     

0C       Initial CO2 concentration in the brine, kg·m-3     

IC       Interfacial concentration, kg·m-3     

sC       Saturation of CO2 concentration in the brine, kg·m-3     

C      Difference between the concentrations of pure brine and saturated brine, kg·m-3     

c        Lattice velocity set to unity 

e i        Discrete velocity vector for D2Q9 

D       Diffusion coefficient of CO2 in the brine, m2·s-1 

F        Body force per unit volume of density driven natural convection, N·m-3  

if       Density distribution function of the brine  

eq

if      Equilibrium distribution function of the brine 

g       Acceleration due to gravity, m·s2 

ig       Concentration distribution function of the CO2  

eq

ig      Equilibrium distribution function of the CO2 

h        The high of the computational domain, m 

ins, tN    Mass flux per unit area, kg·m-2s-1 

tM      Total dissolved CO2 mass per unit area, kg·m-2 

p        Pressure, Pa 

Ra      Rayleigh number ( 3   h g D ) 

Sc      Schmidt number (=υ D ) 

t        Time, s 

t      Time interval set to 0.1 s 

t      Lattice time step size  

ct       Characteristic time, s  

crt      Critical time for the onset instability, s  

*

crt      Dimensionless Critical time for the onset instability, s 

u       Macroscopic velocity, m.s-1 

u      Modified velocity in the equilibrium distribution function, ms-1 

u       Modified flow velocity, ms-1 

V      Liquid volume, m3 
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x      Position vector, m 

x      Coordinate in horizontal direction 

x    Lattice space step size 

y     Coordinate in vertical direction   

Greek letters 

    Expansion coefficient   

     Dynamic viscosity, Pa.s 

     Kinematic viscosity, m2.s-1 

    Dimensionless concentration  

    Macroscopic density, kg.m-3  

0    Macroscopic density of pure water, kg.m-3  

  Difference between the densities of pure brine and saturated brine by CO2, kg.m-3 

f   Dimensionless relaxation time related to the kinematic viscosity 

s   Dimensionless relaxation time related to the solute diffusivity 

i   Weight factor 

Subscripts 

avg  Average 

eq   Equilibrium  

I     Interface 

i     Discrete direction (i =0, 1, ···, 9) 

ins   Instantaneous 

l     Lattice units 

p    Physical units 

0     Initial 
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Fig. 3. Two-dimensional nine-velocity (D2Q9) model 
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ملخص 
، الذي یعاني كثرة التبذیر، خاصة في السنوات الأخیرة، (CT)أصل میاه التموین بالشرب والسقي في غور وادي سوف من میاه المركب النھائي 

تحالیل ، من خلال تفسیر نتائج ال(CT)في ھذه الدراسة، قمنا بتقییم نوعیة میاه المركب النھائي . عند ظھور مشكل صعود میاه الطبقة السطحیة
بحسب ھذه التحالیل، تبین أن النوعیة الكیمیائیة لھذه المیاه غیر . الفیزیوكیمیائیة لعینات أخذت من أبراج المیاه المتواجدة عبر منطقة الدراسة

.  صالحة للاستھلاك البشري ولا للاستعمال الفلاحي بحسب المعاییر الدولیة

.تعمال الفلاحيسالا–الاستھلاك البشري –تحالیل فیزیوكیمیائیة –المركب النھائي میاه طبقة–غور وادي سوف:الكلمات المفتاحیة

Résumé
Les eaux destinées à l'alimentation de la population et d'irrigation dans la vallée d’Oued Souf ont comme origine
la nappe du Complexe Terminal (CT), et souffrent de trop de gaspillage, surtout les dernières années, sous
l'influence de l'apparition du phénomène de la remontée des eaux de la nappe phréatique. Dans ce travail, on a
évalué la qualité des eaux du CT, grâce à l'interprétation des résultats des analyses physico-chimiques des
échantillons pris des châteaux d'eau à travers le territoire de la région d'étude. D'après ces analyses, il apparaît
que la qualité chimique des eaux en question est médiocre à mauvaise pour la consommation humaine et
impropre à l'utilisation agricole.

Mots clés: Vallée d’Oued-Souf– Nappe du Complexe Terminal (CT) - Analyses physico chimiques -
Consommation humaine- Utilisation agricole.

Abstract
Water of drinking supply and irrigation water in Oued Souf valley come from groundwater of the Complex
Terminal (CT), which suffers, excess use, especially in recent years, under the influence of the rising
groundwater phenomenon. In this work, we assess the water quality of CT, through the interpretation of physico-
chemical analysis results of water samples taken from water reservoirs throughout the territory of the study area.
The present data indicate that the quality of the water in question is not suitable neither for human consumption
nor for agricultural use.

Keywords: Oued Souf Valley- Groundwater of Complex Terminal (CT) - Physico-chemical analyzes - Human
consumption - Agricultural use.

Auteur correspondant : khechana_salim@yahoo.fr
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1. INTRODUCTION

La vallée d'Oued Souf (Sud-Est algérien)
possède un réservoir d'eau souterraine très
important, constitué de trois nappes
souterraines: la nappe phréatique, la nappe du
Complexe Terminal (CT) et la nappe du
Continental Intercalaire (CI) [1]. La nappe
phréatique a connu le problème de la
remontée des eaux, qui a des conséquences
néfastes sur le plan environnemental et
sanitaire [2], ceci a conduit à l'utilisation
des eaux des nappes profondes (CT et CI)
pour satisfaire les besoins en eau potable et
d'irrigation.

L’utilisation accrue et incontrôlée des eaux du
CT, plus particulièrement dans le secteur
agricole, a dépassé de loin les normes de
l’apport d’eau par hectare [3]. Ainsi, le
gaspillage de ces eaux est également remarqué
par la dotation journalière par habitant très
élevée, dépassant largement les normes de
consommation (204 l/j/hab) [4].
Dans cette optique, on a réalisé ce travail pour
déterminer le faciès chimique des eaux de la
nappe du CT, les origines de chimisme, ses
potabilités et ses aptitudes à l'irrigation, en vue
de mieux les gérer.

2. PRESENTATION DU MILIEU

2.1 Situation géographique

La vallée de Oued-Souf est une unité de
ressource en eau située au Sud-Est algérien
(Fig.1) au centre d’une grande cuvette
synclinale, appelée aussi région du Bas-Sahara
à cause de sa faible altitude. Elle occupe une
superficie de 11738 km2 et représente
administrativement 18 communes et englobe
une population de l’ordre de 500 000 habitants
(en 2009) selon la Direction des Statistiques de
la Wilaya [5]. La région d’El Oued est
caractérisée par la production de dattes qui,
avec celle de Biskra, sont parmi les régions les
plus réputées au monde. La variété de dattes la
plus connue en Europe est celle de Déglat-
Nour. La région d’étude est limitée par les
coordonnées Lambert suivantes [6]:

X = 275 200 / 322 000 •
Y = 3 665 000 / 3743 000

2.2 Les ressources hydriques disponibles

Malgré l’absence des ressources de surface, la
vallée de Oued Souf dispose d’une réserve
hydraulique très importante, présentée sous
forme de trois nappes souterraines :

Figure 1. Situation géographique de la zone d'étude
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la nappe de l’Albien (ou Continental
Intercalaire CI), la nappe du Complexe
Terminal (CT) et la nappe phréatique [7]. Le
tableau 1 récapitule les systèmes aquifères de la
région d'El-Oued.

3. MATERIEL ET METHODES

3.1 Echantillonnage

Afin de mener à bien notre travail et atteindre
les objectifs souhaités, nous avons procédé à un
échantillonnage selon l’axe Rabbah, El-Oued,

Kouinine, Guemar et Réguiba, c’est à dire selon
le sens d’écoulement des eaux de la nappe du
Complexe Terminal (CT), à partir des forages
destinés à la consommation humaine (Fig. 2).
Les prélèvements ont été effectués
manuellement pendant le mois de mars 2012  à
partir de 26 châteaux d’eau, avec la condition
que la javellisation soit arrêtée et la conduite
vidangée pour que l’échantillon soit
représentatif de l’eau du forage.

Tableau 1. Récapitulatif des systèmes aquifères de la région d’El-Oued [4]

Nature

hydrogéologique

Nature

lithologique
Etage Ere

Nappe phréatique Sables

QuaternaireNiveau

imperméable
Argiles

1ere nappe des

sables

N
ap

pe
 d

e 
C

om
pl

ex
e 

T
er

m
in

al
(C

T
)

Sables

Pliocène

Tertiaire

Semi-

perméable

Argiles

gypseuses

2eme nappe des

sables

Sables grossiers,

graviers
Pontien Miocène

Niveau

imperméable

Argiles

lagunaires,

marnes

Moyen
Eocène

Nappe des

calcaires

(perméables)

Calcaire fissuré

Inférieur

Sénonien

carbonaté

Crétacé Secondaire

Semi-perméable
Evaporites,

argiles

Sénonien

lagunaire

Niveau

imperméable
Argiles, marnes Cénomanien

Nappe de

Continental

Intercalaire (CI)

Sables et grès Albien
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Figure 2. Carte d’inventaire des forages de prélèvement

Les échantillons ont été prélevés dans des
bouteilles bien lavées, d’une capacité de 1 litre,
sans rajouter aucune substance conservatrice
pour éviter toutes contaminations [8].
La fiche de l’échantillon comporte : l’identité
du préleveur, la date et l’heure du prélèvement,
la ville ou l’établissement que l’eau alimente,
l’origine et la température de l’eau.

3.2 Mode opératoire

Les paramètres physiques concernant la
qualité des eaux (T°, conductivité et pH) sont
mesurés sur terrain (in situ) à l’aide d’une valise
multi–paramètres (marque : 350i). La dureté
totale des échantillons est déterminée par
complexométrie (par titrage avec l’acide
éthylène-diamine-tétracétique, EDTA). La

Figure 2 : Carte d’inventaire des forages de prélèvement
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mesure de l’alcalinité est basée sur la
neutralisation d’un certain volume de
l’échantillon par l’acide sulfurique (N/50). Les
chlorures sont déterminés par la méthode de
Mohr et les sulfates par spectrophotométrie à
une longueur d’onde λ= 420 nm pour une
suspension obtenue par réaction des sulfates
avec le chlorure de baryum. Le sodium et le
potassium sont dosés par photométrie à
émission de flamme sur appareil JENWAY
PFP7.
Tous les résultats sont comparés avec les
normes de l’organisation mondiale de la santé
(OMS) [9].

4. RESULTATS ET DISCUSSION :

Les résultats des analyses physico-chimiques
des eaux du complexe terminal (26 forages)
sont portés sur le tableau 2. Pour tous les
échantillons, la balance ionique est inférieure
7%.

4.1 Le faciès chimique

4.1.1 Diagramme de Piper

Le report de 26 forages d'eau sur le
diagramme de Piper (Fig. 3) montre que tous
les points analysés sont caractérisés par des
eaux de type sulfaté sodique [10]. Ce faciès
indique une dissolution évaporitique riche en
sels et en gypse [11].

4.1.2 Digramme de Schoeller-Berkaloff

Le diagramme de Schoeller-Berkaloff permet
la représentation de plusieurs analyses sur le
même graphique. Si les concentrations sont
identiques, on trouve une superposition des
droites obtenues et dans le cas contraire, on
remarque un décalage relatif de ces dernières.
D'après la figure 4 (a et b) on constate toujours
l’existence d’une même famille d’eau qui est
celle des eaux sulfatées, avec la prédominance
du faciès sulfaté sodique.

4.2 Etude des rapports caractéristiques et
origine des éléments dominants

4.2.1 Origine des éléments Na+ et Cl-

Pour avoir une idée sur les éléments
dominants, une représentation graphique a été
effectuée sur une échelle logarithmique, avec en
abscisses la teneur exprimée en milliéquivalents
des chlorures, et en ordonnées celle du sodium
[12]. L’examen de la figure 5.a permis de
remarquer que la majorité des points d’eau se

trouve au-dessous de la droite d’une pente égale
à 1. Dans ce cas, ce sont les chlorures qui
l’emportent sur le sodium à cause d’un excès de
dissolution de cet élément dû à l’écoulement
souterrain important et à la température élevée
de ces eaux [13-14].

4.2.2 Origine du calcium

Le faciès calcique a été étudié à l’aide de deux
diagrammes, à cause de sa double origine :
carbonatée et évaporitique [15]. Les figures 5.b
et 5.c montrent que l’ensemble des points se
trouve dans le domaine évaporitique, ce qui
vérifie que l’élément Ca++ provient de la
dissolution des calcaires fissurés et des
évaporites d’âge Sénonien (Tab. 1).

4.2.3 Le rapport Ca++ / Mg++

La figure 5.d montre l’existence de deux
ensembles de points :
Un ensemble où le rapport est supérieur à 1,
donc le calcium prédomine, c’est le cas de la
plupart des points d’eau analysés, cela est dû à
la dissolution des formations gypseuses [16].
Un ensemble où le rapport est inférieur à 1, le
magnésium prédomine, il concerne quelques
échantillons analysés. Le faciès magnésien
indique la présence d’argiles ou de dolomies
riches en magnésium [17].

4.3 Aptitude des eaux à la potabilité

Afin de définir la potabilité des eaux
souterraines, nous nous basons sur les normes
de l’O.M.S (Organisation Mondiale de la Santé)
et ceux du D.H.T (Degré Hydrométrique Total).

4.3.1 Selon l’O.M.S
Ces normes définissent deux types de

concentrations maximales (Tab. 3) qui
traduisent les limites de potabilité. On
distingue :

 Une concentration maximale acceptable à
partir de laquelle une eau provoque une
certaine réticence chez les consommateurs.

 Une concentration maximale admissible qui
correspond à la quantité maximale de
substance à tolérer et dont la teneur
supérieure peut être dangereuse à la santé.

L’examen du tableau 3, montre que tous les
échantillons analysés ont des teneurs en SO4

--,
Ca++, Na+ et Cl- supérieures aux normes
maximales admissibles
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Tableau 2 : Résultats des analyses physico-chimiques des eaux du CT (mars 2012).

Nom SO4
--

(mg/l)
NO3

-

(mg/l)
Ca++

(mg/l)
Mg++

(mg/l)
Cl-

(mg/l)
HCO3

-

(mg/l)
Na+

(mg/l)
K+

(mg/l)
pH T °C

CE
( ms
/cm)

CH01 841.41 31.18 310 190.80 1065 42.70 701.27 30.73 7.41 22.60 4.38
CH02 615.53 30.12 364 117.60 1579.75 45.14 713.92 30.12 7.55 22.50 4.38
CH03 508.24 29.35 404 120 1100.50 41.48 713.92 30.73 7.34 22.50 4.46
CH04 776.47 29.21 288 156 1242.50 46.36 688.61 32.56 7.30 22.50 4.31
CH05 728.47 29.24 312 208.8 1100.50 40.26 726.58 28.9 7.28 22.50 4.27
CH06 824.47 30.12 316 148.8 1065 43.92 562.03 31.95 7.55 22.50 4.47
CH08 485.65 35.83 248 151.20 1029.50 46.36 713.92 27.07 7.67 22.60 3.97
CH09 660.71 30.85 232 216 1217.65 46.36 663.29 27.68 7.38 22.50 3.96
CH10 417.88 30.68 302 85.20 656.75 47.58 308.86 45.37 7.17 22.30 2.69
CH11 423.07 30.78 352 115.20 1189.25 42.70 594.94 29.51 7.37 22.40 4.32
CH12 807.53 31.59 274 164.40 1100.50 45.14 701.27 28.90 7.57 22.20 4.33
CH13 649.41 27.67 278 133.20 1189.25 43.92 701.27 26.46 7.41 22.50 4.10
CH14 550.59 28.26 314 181.20 1118.25 48.80 688.61 31.34 7.51 22.50 4.32
CH15 680.47 28.88 256 153.60 390.50 47.58 625.32 28.90 7.71 22.10 3.95
CH16 663.53 27.96 352 98.40 1189.25 45.14 625.32 28.90 7.39 22.10 3.98
CH17 494.12 29.94 304 115.20 1153.75 43.92 663.29 27.07 7.47 22.30 3.99
CH18 504.28 28.29 428 26.40 1118.25 42.70 579.11 27.07 7.55 22.50 4.07
CH19 545.36 31.07 328 204 1792.75 45.14 579.11 28.90 7.37 23 4.58
CH20 434.67 27.60 274 140.40 1029.50 46.36 612.66 24.63 7.42 22.60 3.66
CH21 895.06 31.22 380 103.20 1118.25 46.36 726.58 28.29 7.28 22.50 4.57
CH22 745.41 29.87 290 111.60 1029.50 43.92 701.27 26.46 7.34 22.50 4.29
CH23 646.59 29.90 332 172.80 1136 46.36 713.92 28.90 7.33 22.30 4.34
CH24 671.25 29.90 364 85.20 1189.25 45.14 579.11 27.68 7.38 22.50 4.35
CH25 578.82 33.60 250 188.40 958.50 46.36 688.61 27.68 7.26 22.60 4.37
CH26 835.77 31.11 416 96 1153.75 46.36 675.95 28.90 7.3 22.50 4.38
CH27 784.76 29.87 314 151.20 1065 43.92 594.94 27.07 7.34 22.30 4.33

Figure 3: Diagramme de Piper des eaux de la nappe du CT
(Région d’Oued Souf, mars 2012)
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a-

 -

b-

 -

c-

 -

d- -

Figure 5 : Les rapports caractéristiques
a : le rapport Na+/Cl-; b: le rapport Ca++/SO4

--; c: le rapport Ca++/HCO3
- ; d: le rapport Ca++/ Mg++

Figure 4: Diagramme de Schoeller Berkaloff des eaux de la nappe du CT (Région d’Oued Souf, mars 2012).
a: Diagramme de Schoeller Berkaloff des eaux de 13 forages (du CH 1 à CH 14) ; b : Diagramme de Schoeller Berkaloff des
eaux de 13 forages (du CH 15 à CH 27).

-

-a-

-

-b-
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Tableau 3 : Normes de potabilité de l’O.M.S [9].

Eléments
chimiques

Concentration
maximale

acceptable (mg/l)

Concentration
maximale
admissible

(mg/l)

Pourcentage des échantillons
ayant une concentration inférieure à

la concentration maximale
admissible

Calcium 75 200 00

Magnésium 50 150 50

Sodium 150 250 00

Sulfates 200 500 00

Chlorures 200 400 00

Nitrates 50 100 100

Pour le magnésium, 50 % des eaux ont des
teneurs inférieures aux normes. Cependant,
pour les nitrates, elles restent toutes inférieures
aux normes maximales admissibles.
En résumé, d’après les analyses physico-
chimiques effectuées sur terrain et au
laboratoire en mars 2012 pour les 26 forages de
la nappe du Complexe Terminal alimentant les
quatre daïras d’El Oued, Rabbah, Guemar et
Reguiba, on constate ce qui suit (Tab. 2):

- La température varie entre 22.1 °C et
23 °C, elle est conforme aux normes
(20 °C- 25 °C);

- Le pH varie entre 7.175 et 7.71, il est
conforme aux normes (6.5- 8.5);

- Les valeurs de la conductivité
électrique varient entre 2690 µs/cm et
4580µs/cm, elles dépassent la norme
admise (200 à 1000µs/cm), pour toute
la région d’étude;

- Les teneurs en calcium (Ca++) varient
entre 232 mg/l et 428 mg/l dépassant la
norme qui est de 100 à 140 mg/l. Par
contre pour le magnésium 50% des
forages ont des teneurs conformes à la
norme;

- Les concentrations en chlorures (Cl-)
dans les forages varient entre 656.75
mg/l et 1792.75 mg/l dépassant la
norme (500 mg/l), excepté le forage de
Sidi Mestour (390.5 mg/l);

- Les concentrations en sulfates (SO4
--)

oscillent entre 4178.82 et 8950 mg/l
dépassant la norme préconisée qui est
de 400 mg/l;

- En ce qui concerne le sodium (Na+), les
concentrations oscillent entre 308 et
726 mg/l dépassent la norme (200
mg/l);

- Les concentrations en potassium
(K+) varient entre 24 et 45 mg/l
dépassant largement la norme qui est 12
mg/l;

- Malgré l’activité agricole intense dans
la région, les concentrations en nitrates
(NO3-) restent conformes à la norme
(50 mg/l), et varient entre 27 et 35 mg/l,
ceci s’explique par la nature captive de
la nappe du Complexe Terminal qui
assure sa protection contre toute
contamination anthropique [18].

4.3.2 Selon le degré hydrométrique total
(D.H.T)

Le degré hydrométrique ou la dureté d’une
eau correspond à la somme des concentrations
en calcium et en magnésium [19].

DHT = r Ca++ + r Mg++ (en méq/l).
DHT = (r Ca++ + r Mg++) * 5 (en degré français °F).

Le tableau 4 montre que la totalité des eaux
analysées (100%) sont très dures, le D.T.H est
supérieur à 54 °F. Cette dureté a des
conséquences plus ou moins néfastes telle que
la consommation excessive du savon, la
mauvaise cuisson des légumes secs et le goût
inacceptable, ce qui oblige les citoyens à
acheter l’eau à des propriétaires.
Nous pouvons donc dire que les eaux
souterraines de la nappe du Complexe Terminal
d’Oued Souf sont de qualité chimique médiocre
à mauvaise et impropres à la consommation
selon les normes de l’OMS.

4.4 Aptitudes des eaux à l’irrigation
L’abondance de sodium dans l’eau

d’irrigation peut provoquer également la
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


MgCa

Na
SAR

dispersion et la destruction de la structure du sol
[20], si la teneur en sodium est au moins trois
fois supérieure à celle du calcium. Dans de
telles conditions, il peut devenir extrêmement
difficile de satisfaire les besoins en eau de la
culture [21]. Le risque est déterminé à partir de
la valeur du sodium absorbable « Sodium
Absorption Ratio » (S.A.R) pour une même
conductivité, le risque est d’autant plus grand
que le coefficient est plus élevé. Le S.A.R est
donné par la formule ci-dessous, il est utilisé en
combinaisons avec la conductivité électrique de
l’eau.

Où tous les éléments sont exprimés en méq/l

Par sa qualité bactériologique, l’eau souterraine
doit être destinée prioritairement à l’AEP,
malheureusement ce n’est pas le cas pour la
nappe du Complexe Terminal d’Oued Souf à
cause de sa qualité impropre [6]. Afin d’estimer
l’influence de ces eaux sur le sol et sur certaines

cultures pratiquées dans la région, nous allons
essayer d’évaluer leur aptitude à l’irrigation.
Pour classer ces eaux, nous avons utilisé la
méthode de Richards. Le tableau 5 récapitule
les résultats obtenus après l’interprétation du
diagramme de Richards (Fig.6).

Les eaux de la région d’étude appartiennent à
deux classes selon le diagramme de
Richards [22] :

 La classe S2 C4 avec un pourcentage de
38.46%. Celle-ci est caractérisée par des
eaux de mauvaise qualité. L’eau est
fortement minéralisée pouvant convenir à
l’irrigation de certaines espèces
(concombre) bien tolérantes au sel, sur
des sols bien drainés et lessivés.

 La classe S3 C4 avec un pourcentage de
61.54, caractérisée par des eaux de très
mauvaise qualité, parce que le SAR et la
conductivité sont à leur maximum [23 et
24].

Tableau 4 : Dureté des eaux en °F [9].

D.H.T (en °F) 0 -7 7 - 22 22 - 32 32 - 54 > 54

Qualification de l’eau Douce
Modérément

douce

Assez

douce
Dure

Très

dure

Pourcentage des
points

0 0 0 0 100

Tableau 5 : Résultats obtenus après interprétation du diagramme de Richards

Classes Pourcentage des points d’eau (%)

Admissible
S1 C3 00

S2 C3 00

Médiocre
S1 C4 00

S2 C4 00

Mauvaise S2 C4 38.46

Très mauvaise S3 C4 61.54
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5. CONCLUSION

La région d’Oued Souf possède une
potentialité hydrique très importante, présentée
sous forme de trois nappes souterraines : la
nappe du Complexe Terminal (CT), la nappe du
Continental Intercalaire (Albien) et la nappe
phréatique (libre). La quasi-totalité des eaux
destinée à l’alimentation de la population sont
celles du CT qui ont de forts débits (dépassant
les 14 000m3/j [25]) ce qui traduit une
consommation excessive de cette nappe

Au cours de ce travail, on a pu définir la qualité
des eaux de la nappe du CT, du point de vu
potabilité et aptitude à l’irrigation. D’après
l’interprétation des analyses physico-
chimiques, ces eaux sont trop salées et la
concentration des éléments majeurs dépasse de
loin les normes de potabilité de l’OMS, ce qui
nous laisse confirmer la mauvaise qualité de ces
eaux pour la consommation humaine.
La classification des eaux du CT selon le
diagramme de Richards montre qu’elles ont des
conductivités très fortes et sont impropres pour
les utilisations agricoles.
Cette situation a conduit les habitants de la
région d’Oued Souf à acheter les eaux des

citernes (eaux traitées ou provenant des régions
voisines) pour leur propre consommation et
n’utiliser les eaux de robinet (de CT) que pour
le lavage et l’arrosage des espaces verts et des
jardins. Ainsi, la dotation journalière devient
très élevée (dépassant les 200
litres/jour/habitants [25]), ce qui a pour
conséquence une mauvaise gestion de cette
ressource rare et vulnérable.
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Abstract:  The growing concerns over the global warming due to the 

increase in the global concentration of greenhouse gases in the 

atmosphere has increased the interest in examining various 

techniques to reduce the emission of these gases and for low carbon 

dioxide industry. A main component of greenhouse gases is carbon 

dioxide (CO2). A promising long term solution for mitigating global 

heating is to inject CO2 into geological formations; either for CO2 

sequestration or enhanced oil recovery, or a combination between 

the two solutions. A suitable choice of geological formations for CO2 

injection includes petroleum and gas reservoirs, water formation leg 

of the oil/gas reservoir or separate deep saline aquifers, deep-sea 

sediments and coal beds. This study aims to setup a state of the art on 

this problem. 
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I. Introduction  

 

   The combustion and flaring of fossil fuels 

produces large quantities of CO2. The 

Intergovernmental Panel on Climate Change 

stresses the need to control anthropogenic 

greenhouse gases in order to mitigate the climate 

change that is adversely affecting the planet. 

Moreover, in some fields the hydrocarbon gases 

produced along with the oil are re-injected to the 

reservoir to enhance oil production. Nevertheless, 

in some fields the hydrocarbon gas is sold and the 

gas itself is considered as source of energy. An 

attractive option is the use of CO2 as one of the 

main components of the solvent mixture for EOR 

process.  

Enhanced oil recovery using CO2 is an attractive 

oil recovery process that involves the injection of 

CO2 to oil reservoirs and produce petroleum 

substances that would otherwise remain 

unrecoverable . Typically only around one third of 

the oil is produced after primary and secondary oil 

recovery methods. Much of the remaining oil are 

trapped by capillary forces as disconnected drops, 

surrounded by water, or as a continuous phase at 

low saturation with gas occupying the larger 

fraction of the pore space. An efficiency EOR 

process must mobilise these dispersed oil and form 

an oil bank that can move towards the production 

wells. This needs to be accomplished both on the 

microscale, at the pore level, and also on the macro-

scale affecting the largest possible volume of the 

reservoir. EOR operations using CO2  have been 

practiced for more than 50 years, the results 

revealed that 6 –15%  of original oil in-place can be 

recovered by these kind of processes . 

The low saturation pressure of CO2 compared to 

CH4 or N2, its low price compared with other 

hydrocarbon solvents are the incentives for the use 

of CO2 in the EOR process. Moreover, a mixture of 

hydrocarbon solvents with CO2 may be less likely 

to precipitate asphaltene, which is a great problem 

in enhanced oil recovery . Furthermore at high 

pressures, CO2 density has a density close to that of 

a liquid and is greater than that of either nitrogen 

(N2) or methane (CH4), which makes CO2 less 

prone to gravity segregation compared with N2 or 

CH4 . 

 

II. CO2 injection schemes for EOR projects 

   CO2 is introduced in a reservoir through a number 

of injector wells perforated around a producer well. 
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As an injected phase, CO2 can be injected into the 

oil zone through various schemes including 

miscible and immiscible continuous CO2 injection, 

cyclic CO2 injection, CO2-flue gas mixture 

injection, water-alternating-CO2 injection, 

carbonated water injection . Parameters such as the 

type of crude oil, thermodynamic conditions of the 

reservoir, petro-physical and geo-mechanical 

properties of the reservoir rock, and the extension 

of the oil zone have a significant effect on the 

performance of CO2-EOR processes .  

Under favourable reservoir temperature and 

pressure conditions and crude oil composition, 

carbon dioxide can become miscible with 

petroleum, i.e. the crude oil and CO2 form a single 

homogenous phase (Figure 1). As a result of this 

interaction, the volume of oil swells, its viscosity is 

reduced, and surface tension effects diminish, 

improving the ability of the oil to flow out of the 

reservoir. When CO2 is directly miscible with oil 

the interface between the two phases ceases to exist 

and theoretically the oil recovery factor reaches 

unity . However, Carbon dioxide can be not 

instantaneously miscible with oil at first contact, 

miscibility conditions develop dynamically in the 

reservoir through mass transfer of components as a 

result of repeated contacts between oil and injected 

carbon dioxide during the flow, via a process 

known as multiple contact miscibility (MCM), the 

pressure at which multiple contact miscibility takes 

place is called Minimum Miscibility Pressure 

(MMP). For a miscible CO2 flood, the pressure 

should be above the MMP. 

 

 

Figure 1.  One dimensional schematic showing how           

CO2 becomes miscible with crude oil  

 

If the reservoir pressure is lower than the MMP 

between the crude oil and CO2, the CO2 injection 

is classified as an immiscible solvent injection. In 

this case, the CO2 although not fully miscible with 

oil, it can still partially dissolve in it causing some 

swelling and reducing oil viscosity. More 

importantly, in immiscible displacement, the role of 

CO2 is similar to that of water in secondary oil 

recovery processes, i.e. to maintain reservoir 

pressure. The use of CO2 to maintain reservoir 

pressure has been considered in limited number of 

projects when the permeability of the reservoir 

formation is too low or geologic conditions do not 

favour the use of water.  

Cyclic CO2 injection, which is also known as a 

CO2 huff-and-puff process, has been investigated 

through experimental and simulation studies as well 

as field tests as an EOR technique for more than 30 

years . Cyclic CO2 injection was initially proposed 

as an alternative to cyclic steam stimulation for 

heavy crude oils. However, It is reported that the 

cyclic CO2 injection process has wider applications 

in light oil reservoirs . In this process, after the 

injection of CO2 into the reservoir, the well is close 

for a period of time called soaking period, 

depending on the pressure and temperature 

reservoir conditions and reservoir rock and fluid 

properties. Then, the oil production is initiated by 

converting the injection well to a production well. 

The injected carbon dioxide has the ability to 

change the reservoir rock and fluid properties in 

terms of rock wettability and relative mobility, 

leading to enhance the hydrocarbon production 

recovery. Several operating parameters including 

characteristics of reservoir rock, crude oil 

proprieties, pressure, soaking period, injection time 

and number of cycles influence the performance of 

this technique. Although a set of studies have been 

reported on this process, there remains a lack of 

experimental work to illustrate the influence of the 

aforementioned parameters on the recovery 

performance on CO2 injection process. 

It is reported in the literature that there are also two 

types of CO2 injection in CO2-EOR processes: the 

water alternating gas (WAG) method and the 

gravity stable gas injection (GSGI) method. In 

WAG injection, CO2 is injected first to dissolve 

into oil through mass transfer for swelling the oil 

and improving its fluidity. Then, water is used to 

displace the oil bank towards the production well. 

A schematic of the process is shown in Figure 2.  

 

Figure 2.  A schematic of a WAG miscible CO2-

EOR process   

Another method for introducing CO2 in the 

reservoir is to inject it in the crest, called gravity 
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stable gas injection (Figure 3). The injected carbon 

dioxide creates an artificial gas cap, pushing oil 

downwards and towards the rim of the reservoir 

where the producing wells are located. CO2 (which 

can be miscible or immiscible to oil) is used for 

maintaining reservoir pressure and for stabilising 

displacements via gravity drainage to increase 

sweep. WAG has an advantage over GSGI in that it 

can be performed on a small field; while in general, 

GSGI is applied in the whole oil reservoir. Hence 

GSGI projects are likely to recover more oil and 

store larger CO2 volumes  

 

Figure 3. A schematic of the GSGI immiscible 

displacement in CO2-EOR process  

 

III. On-going CO2-EOR projects  

   The first project of CO2 -EOR at industrial scale 

was started in 1972 in SACROC field in the USA . 

A large number of CO2 - EOR projects have started 

since then. Based on the 2014 EOR survey by the 

Oil and Gas Journal there are more than 140 of 

CO2-EOR projects worldwide. Nearly all of them 

are miscible CO2-EOR projects were implemented 

in the USA [30]. Table 1 shows the production of 

active CO2-EOR projects and their production rates 

in 2014 with the outlook of these projects in 2020 

for United State by region . These projects 

produced cumulatively approximately 300000 

barrels of oil per day at the start of year 2014 by 

injecting over than 68 million tonnes of CO2 per 

year. This rate of oil production has grown steadily 

for the past 30 years. Given the new volumes of 

CO2 supplies and the numerous announced CO2-

EOR projects, A. Kuuskraa and M.Wallace  

envision strong growth in near-term oil production 

and CO2 utilization from CO2-EOR, their analysis 

shows that incremental oil production from CO2-

EOR operations is likely to double to 638000 

barrels of oil per day in 2020.  

 

Table 1. Projected CO2-EOR production  

Region CO2-EOR production rates 

(bbl/day) 

(1 bbl  159 l)  

2014 2020 

Permian 

Basin 

199000 323000 

Gulf Coast 47000 152000 

Rocky 

Mountains 

39000 103000 

Midcontinent 14000 59000 

Other  1000 1000 

Total  300000 638000 

 

 

Figure 4. Location of sites where activities relevant 

to CO2 storage are planned or under way  

   The use of CO2 injection for oil recovery has 

been slow to catch some exception on outside of the 

US. One notable exception is Weyburn oil field, 

where in Canada and Apache have field-wide CO2-

EOR projects. Additional exceptions include the 

injection of CO2 into Bati Raman heavy oil field in 

Turkey and the use of CO2 in a series of heavy oil 

fields in Trinidad. Recently, the interests have 

emerged several CO2 injection projects in Algeria 

(In Salah Gas), Abu Dhabi, Brazil, China, 

Malaysia, the North Sea, and other areas for 

purpose of enhanced oil recovery or CO2 storage, 

Fig 4. 

In Salah Gas is a joint venture of Sonatrach, British 

Petroleum (BP), and Statoil, which started in July 

2004, for producing natural gas to sale in Europe. 

The natural gas contains up to 10% of CO2 

concentration, which has to be reduced to 0.3% 

before the gas is sold. Hence, 1 million tonnes/year 

of CO2 is produced and re-injected into the 

Krechba Carboniferous Sandstone reservoir via two 

horizontal wells at a depth of 1900 metres for 
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combined between CO2 geological storage and 

enhanced gas recovery. The height of this 

geological formation is 20m, its porosity is 16% 

and its permeability is 10 md, fig 5. This joint 

venture is the first industrial-scale project in the 

world to store CO2 in the water leg of a gas 

reservoir .  

 

 

 

Figure 5. Schematic of CO2 storage strategy at 

Krechba field (In Salah Gas project) . 

IV. Conclusion 

 

   With the decline of oil production and apparition 

of global warming problem caused by excessive 

emission of carbon dioxide during the last decades, 

it is believed that EOR-CO2 technologies will play 

a key role to meet the energy demand and better 

mitigation of climate change in years to come. If we 

look to the great number of studies interest by 

EOR-CO2 projects problem, we can conclude that 

this subject is being very important in Clean 

Technologies and Environmental Sciences. 
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ABSTRACT   

The objective of this study is to explore the effect of partial and total substitution of river sand 
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sand was substituted by the limestone sand for the following proportions (0%, 30%, 40%, 

50%, 60%, 70%, and 100%). The results showed that, the presence of limestone sand greatly 

improves the properties of strengh and workability. It was noted that these properties were 

much higher in the presence of crushed limestone sand compared to silica sand in the 

concrete.The optimal percentage of river sand substitution by crushed limestone sand is 50%. 
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1. INTRODUCTION 

Le béton est le matériau de construction le plus largement utilisé par l’homme dans le monde. 

Il est classé le deuxième après l'eau comme la substance la plus utilisée sur la planète. Il est 

obtenu en mélangeant le ciment, l'eau et les agrégats dans des proportions requises. Le sable 

est l'un des principaux constituants du béton faisant environ 35% du volume du béton utilisé 

dans l'industrie de la construction des bâtiments, des infrastructures et des ouvrages d’art, ces 

derniers exige de gros approvisionnements en matériaux. Jusqu’à présent, les sables les plus 

couramment utilisés pour la confection des bétons entrant dans ces ouvrages sont les sables 

roulés alluvionnaires. Mais les prélèvements excessifs de ces sables ont fortement contribué à 

l’épuisement des ressources et ont provoqué des retombés néfastes sur l’environnement [1].                                                                  

Comme plusieurs régions du monde, la zone d’El oued vive cette situation et doivent 

aujourd’hui chercher des matériaux de substitution pour faire face à la demande croissante en 

sables ,qu’ils ont transportés en grandes quantités surtout au nord du pays (Algérie) aprés 

l’interdiction d’exploitation du sable de la mer. L’importance d’utiliser les sables de carrières 

concassés comme substitut avec les sables alluvionnaires est d’exploiter ces présieuses 

ressources car ils sont disponibles en quantités suffisantes, à prix raisonnables, par conséquant 

ils contribuent à améliorer les caractéristiques de la durabilité et / ou retarder le plus possible 

l’effet de substances chimiques nocives issus de la rémontée des eaux sur le béton d’enrobage. 

Notons que certains travaux ont déjà été menés dans ce contexte, Les résultats obtenus ont 

révélé que différents matériaux locaux valorisés répondent bien aux exigences des normes et 

peuvent être utilisés pour l'élaboration des bétons hydrauliques et des mortiers. Çelik et Marar 

[2] ont utilisé des poussières provenant du concassage des roches calcaires pour remplacer le 

sable en béton pour des proportions allant jusqu'à 30%. Ils ont conclu que lorsque le taux de 

poussières augmente, le volume d’air et l’ouvrabilité réduit. Kenai et al [3] a constaté que 

l’ajout jusqu'à 15% des fines calcaires n'influent pas sur les performances de résistance du 

béton de calcaire. Ilangovan [4] a signalé que les déchets de carrière pouvaient être utilisés 

comme agrégats fins dans le béton et ont également constaté que la poussière de carrière 

réduisait le coût sans affecter la résistance du béton. Hudson [5] a conclu que, en raison de 

particules irrégulières de sable de concassage, l’ouvrabilité de béton réduit. En raison de 
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l'espace élevé des vides dans le sable concassé, l'exigence d'eau est également élevée, ce qui 

réduit la résistance du béton. Shukla et al [6] ont confirmé que le remplacement du sable par 

la poussière de pierre réduit l’ouvrabilité du béton, alors que la résistance à la compression et 

à la résistance à la traction du béton augmente jusqu'à 40% de substitution du sable par la 

poussière de pierre de concassage. Sahu et al [7] ont constaté que le béton fabriqué avec la 

substitution du sable naturel de la rivière par des déchets de poussière de pierre concassée 

peut atteindre la même résistance à la compression, une résistance à la traction comparable et 

un module de rupture comme le béton témoin. Topçu et al [6] ont évolué en augmentant la 

résistance à la compression et à la flexion lors de la substitution du sable par du calcaire de 

moins de 2 mm de grain. Salvador Villalobos et al [6] ont révelé que le pourcentage optimal 

de sable concassé au sable naturel est soit 1: 1,5 ou 1,5: 1 et a indiqué que le volume des vides 

est réduit de 41 à 46% lorsqu'il est mélangé avec du sable naturel. Ainsi, la teneur en ciment et 

la teneur en eau peuvent être réduites en mélangeant avec le sable naturel. Ilangovan et al [8] 

ont signalé que le remplacement complet de sable naturel avec la poussière de carrière en 

béton est possible avec un traitement adéquat de la poussière de carrière avant l'utilisation et a 

également constaté que la compression, la flexion, la traction et les propriétés de durabilité du 

béton en poudre de pierre de carrière sont près de 10% de plus que le béton conventionnel. 

Shahul Hameed et Sekar [9] ont délibéré les propriétés du béton vert contenant de la poussière 

de pierre de carrière et de la poudre de boue de marbre comme agrégat fin. Ils ont conclu que 

la résistance à la compression, la résistance à la traction et aux propriétés de durabilité du 

béton en poudre de pierre de carrière sont près de 14% de plus que le béton conventionnel. 

Vinay Chandwani et al [10] ont constaté que le taux le plus élevé de substitution de sable de 

concassage par le sable de rivière affecte l’ouvrabilité du béton et qu’une réduction 

considérable de la résistance à la compression était perceptible à plus de 50% de 

remplacement de sable de concassage.  

L’objectif de cette recherche est de clarifier et d’interpréter l’effet de la substitution partiel et 

total de sable de rivière avec le sable de carrière de Hassi Messaoud (Sud Est de L’algérie) sur 

l’ouvrabilité et la resistance des bétons ordinaires immergés pendant 6 mois dans les eaux 

remontées de la nappe phréatique, Selon les normes, ces eaux sont agressives [11]. En 
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cherchant le niveau optimal de substitution qu’on a obtenu dans cette étude après la 

consultation de la résistance à la compression, la résistance à la flexion, ainsi que les critères 

d’ouvrabilité (cône d’abrams).                       

 

2. MATÉRIAUX ET METHODES 

2.1 Ciment 

Le ciment utilisé dans ce travail est CEMI42.5 NA 442 provenant de la cimenterie de Tebessa 

(El Maa labiod) (Groupe industriel des ciments d’Algérie), dont les caractéristiques  

physico-chimiques et minéralogique sont indiquées dans le tableau 1. 

2.2 Granulats 

Deux types de sable ont été utilisés au cours de cette expérimentation, le premier est un sable 

de rivière (SR) provient de la sablière d’Asila (sur la route qui relie El meghier et still), et le 

deuxième est un sable concassé (SC) ramené des déchets de carrière Ben Brahim                           

(Hassi Messoud). Leurs distributions granulométriques sont illustrées sur la figure (1).  

Le SR présente une distribution de taille de particules continue allant de 0,08 à 5 mm avec 

une fraction de grains inférieure à 0,08 mm est environ 1% (figure1). Le SC présente 

également une distribution de taille de particules continue avec un diamètre de grain maximal 

d'environ 5 mm, mais la proportion de grains de moins de 0,08 mm est environ 17% (figure1). 

Il convient de noter que cette proportion de fines grains reste acceptable [12]. De manière 

schématique, la distribution granulométrique du sable concassé est légèrement plus étalée que 

celle du sable de la rivière (figure 1). De plus, les grains SR présentent des formes arrondies 

(figure 2a) tandis que les grains SC présentent des formes angulaires (figure 2b). Le tableau (2) 

énumère l'ensemble des caractéristiques physiques pour les deux types de sable.  

Il révèle que la densité de SC et la densité de SR sont égaux. D’autre part le module de finesse 

de SR est de 2,29, mais SC est de 2,62, ce qui signifie que SC est légèrement plus grossier. 

Les valeurs de l’équivalent de sable ont signalé que les deux sables sont acceptables pour la 

construction. L’analyse minéralogique par DRX, nous montre la nature siliceuse de SR, et la 

nature essentiellement calcaire de SC (figure 3). 
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Tableau 1. Caractéristiques physico-chimiques et minéralogique du ciment 

Composition Chimique  (%) 

Fe2O3 SiO2 AlO2 SO3 CaO     K2O         Cl  Na2O  PAF  RI   CaO Libre 

20.16    5.54      4.54 2.66 62.97     0.34          0.001 0.18  0.87     0.69 0.97  0.97 

Composition  Minéralogique (%) 

C3S C2S C3A C4AF  

68.84 6.98 2.58 17.69  

Caractéristiques physiques 

Consistance % Début de prise (min)     Fin de prise  (min) Finesse (cm
2
/g)    P.S(g/cm

3
) 

25.59 177 280 3275          3.22 

            

                               

                                                                                                    

                 Fig.1. Analyse granulométrique des granulats étudiés 

Tableau 2. Propriétés physico-mécanique de granulats utilisés                                                                   

Caractéristiques physiques 

 

  SR        SC             G1(3/8)      G2(8/16)     

Densité spécifique  (g/cm
3
)   2.55          2.55     2.72             2.45        

Densité  apparente  (g/cm
3
)   1.65  1.44 1.25             1.22 

Compacité (%)     62    56     46               50 

Porosité      (%)       38           44     54               50 

Indice des vides (%)    61           78     117             100 

Module de finesse   2.29   2.62     -                    -                        

Equivalent du sable (visuel) 71.37        80.87                  -                    -                                    

Equivalent du sable (piston) 72.65        82.60               -                    -                         

Coefficient d’absorption  (%)   2.13          4.1        2.38                 3 

Coefficient d’aplatissement (%) 

Propreté superficielle (%) 

Teneur en eau   (%)                

L.A              

   -               - 

  -                - 

  1.73          0.6 

   -                -                         

   17              14 

  98.84            99.95 

   0.45               0.45 

    24                 25 

L’observation par Microscope Electronique à Balayage MEB de SC et SR montre clairement 

la forme angulaire de texture rugueuse du premier et la forme arrondis de la deuxième 
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(figure2). Enfin, il convient de noter que la différence fondamentale entre ces deux sables 

réside donc dans la nature, dans la forme du grain et de la proportion d'éléments fins.                                                      

Deux types des graviers sont utilisés G1 (3/8) et G2 (8/16) de la même source minéralogique 

que SC (figure1), dont les caractéristiques physico-mécaniques sont indiquées au tableau (2). 

2.3 Adjuvent  

Le plastifiant réducteur d’eau utilisé est SIKA PLAST BV40+ pour hautes résistances 

mécaniques, non chloré, à base de polycarboxylates modifiés, de densité 1.04 ± 0.015 et de 

PH = 4.7± 1, conforme à la norme NF EN 934-2. Le pourcentage autorisé par le fabricant est 

de 0.3 – 1.5% de poids de ciment selon les performances recherchées.            

L'idée était de développer un béton dense à partir d'un squelette granulaire compact d’un 

pourcentage adéquat de substitution de sable de concassage, du ciment et de l'eau et répond 

aux exigences de résistance, de durabilité et de maniabilité. 

2.4 Procédure d’essai 

2.4.1 Composition des bétons    

La méthode employée pour cette formulation est la méthode graphique de Dreux Gorise [13]. 

La composition utilisée est celle du béton normal de classe C 30/37 préparé selon la norme 

NF P18-405 [14]. Sept différents mélanges ont été utilisés C0, C1, C2, C3, C4, C5, C6  de 

pourcentage de substitution de SR avec SC respectivement :(0, 30, 40, 50, 60, 70, 100)%. 

La valeur de E/C est fixée de 0.5, le dosage de ciment utilisé est de 400 kg/m
3
. LeTableau 3 

indique les différentes proportions des matériaux utilisés. 

     

(a)                                 (b) 

(b) Fig.2. Photos prises au MEB de deux sables utilisés (a: sable de rivière, b : sable de 

carrière) 
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2.4.2 Confection des éprouvettes  

Deux types de moules ont été utilisés, cubes de 100×100×100 mm pour la résistance à la 

compression, prismes de 70×70×280 mm pour la résistance à la flexion, Le matériau est coulé 

en deux couches. Chacune des couches est mise en place par 25 chocs dans le but d'éliminer 

les bulles d'air emprisonnées [15].   

 

   

  (a) (b) 

          Fig.3. Analyse par DRX de deux sables utilisés : (a) SR, (b) SC 

 

Tableau 3. Proportions des matériaux utilisés dans la confection de béton (par rapport au 

poids de ciment) 

Type de béton   Ciment     SR     SC     G1(3/8)    G2(8/16) Plastifiant(%) 

 C0 1 1.63 0.00 0.23 2.45          1.5       

 C1 1 1.12 0.48 0.28 2.38          1.5 

 C2 1 0.99 0.66 0.28 2.34          1.5 

 C3 1 0.82 0.82 0.28 2.34          1.5 

  C4 1 0.66 0.99 0.28 2.34          1.5 

 C5 1 0.51 1.19 0.28 2.30          1.5 

 C6 1    0.00 1.69 0.27 2.19          1.5 

 

Tableau (4). Composition physico- chimiques de l’eau remontée 

PH   T°C   Sal%  Ca
+2

  Mg
+2

  NH4 
+
  Cl

-
    RS    HC03

-
   NO3

-
   NO2 

- 
SO4

-2
   

               mg/l    mg/l   mg/l    mg/l   mg/l    mg/l    mg/l    mg/l mg/l  

7.35  16-22  0.77 324.684 143.399  0.6  1425.21 10400   488   3.792   0.039  1119 
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2.4.3 Méthode de cure  

Après l’élaboration des éprouvettes, ils sont conservés dans les eaux remontées de la nappe 

phréatique (figure 4), on a noté que cet environnement est d’agressivité chimique modérée 

[11]. La composition physico-chimique de ces eaux est illustrée au tableau (4). 

Dans le but d’accélérer la cinétique de dégradation, des cycles de mouillage-séchage ont été 

réalisés. Le Bureau de réclamation des États-Unis a suivi depuis vingt ans les changements 

dimensionnels des éprouvettes cylindriques de béton soumis séparément à des cycles 

d'immersion-séchage et à une immersion continue. Les résultats montrent qu'une année de 

l'immersion alternative est équivalente à huit ans d'immersion continue [16,17]. 

2.4.4 Protocol et suivis 

Les éprouvettes cubiques et prismatiques sont soumises jusqu’au jour d’écrasement à huit 

cycles périodiques des mouillage-séchage comme il est indiqué ci-après : 

Du 1
er

 – 4
ème

 cycle : Toutes les éprouvettes sont mouillées six jours et séchées un jour dans un 

étuve de (60°C), pendant un mois (soit 4 cycles, chaque cycle = 7 jours)                                                                                       

Du 5
ème

 – 6
ème

 cycle : Toutes les éprouvettes sont mouillées 14 jours et séchées un jour dans 

un étuve de (60°C), pendant un mois (soit 2 cycles, chaque cycle = 15 jours) 

7
ème

 cycle : Toutes les éprouvettes sont mouillées 29 jours et séchées un jour dans un étuve de 

(60°C), pendant un mois (soit 1 cycle = 30 jours)                                                                                                 

8
ème

 cycle : Toutes les éprouvettes sont mouillées 59 jours et séchées un jour dans un étuve de 

(60°C), pendant deux mois (soit 1 cycle = 60 jours). 

 

3. RESULTATS ET DISCUSSION 

3.1. Effet de la substitution sur les propriétés du béton frais 

Les détails des mélanges des bétons étudiés, ainsi que les résultats de l’ouvrabilité obtenus au 

cours de cette expérimentation (Tableau 3, 5) nous montrent que lorsqu’on augmente la teneur 

en sable concassé de nature minéralogique quasi-totalement CaC03, le mélange devient plus 

difficile à maitriser (Tableau 5) et un besoin d’eau sera nécessaire pour atteindre la plasticité 

souhaitée. Contrairement au cas du sable de rivière, où le mélange devient presque fluide 

(4.1% d'absorption pour SC au lieu de 2.13% pour SR). Une fois que le ciment est presque 
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totalement hydraté, l'excès d'eau rend les grains de ciment plus éloignés, la cohésion agrégats- 

pâte est affaiblie et donc le matériau devient plus fluide [18]. De plus les résultats indiquent 

que pour un rapport E/C égale à 0.5 et l’ajout d’un plastifiant bien déterminé, les mélanges 

qui ont des taux de substitution entre (0-50%) deviennent plus réalisables que plus de 50% 

(Figure 6). Cela s’explique sans doute que la forme ronde et la texture de surface lisse du 

sable naturel de rivière réduisent le frottement inter-particules afin que la maniabilité soit 

presque élevée. Les particules de sable concassé sont de forme angulaire et leur texture de 

surface rugueuse améliore le frottement interne dans le mélange. Pour cette raison, la 

maniabilité est réduite [19]. L’incorporation d’un plastifiant réducteur d’eau sera nécessaire 

dans notre cas pour conserver une meilleur maniabilité, une bonne hydratation de ciment et 

une résistance élevée [20, 12, 21]. Le dosage performant de ce dernier est de 1.5% de poids de 

ciment en raison de la grande densification obtenue (Tableau 5, Figure 5) (seuil supérieur 

autorisé par le fabriquant). Cette densification a été augmentée d’un pourcentage de 1.40% 

dans le cas d’un 50% de substitution par rapport au béton de 100% sable siliceux (référence), 

et diminuée de 1.49% dans le cas d’un béton à 100% sable concassé par rapport à la référence. 

Cela pourrait etre dû à un pourcentage idéal de fines (9.75%), qui remplissent les vides et 

assurent une meilleur interface entre la pâte et les granulats dans le mélange du béton à 50% 

de substitution, en le rendant plus compact. Au-delà de cette valeur la densité diminue. Ce 

constat est confirmé par Lohani et al. [22]. Selon Bertrandy et Coquillat [23] pour une 

consistance plastique, le taux de fillers optimal semble se situer entre 8 et 12 % dans le sable 

de concassage. En outre, La présence d'une courbe granulométrique régulière du sable 

combiné (50% SR - 50% SC) ayant un module de finesse (MF = 2.49) diminue les interstices 

entre les particules des granulats du mélange de béton homogénéisé, comparant à des bétons 

de totalité SR ou SC qui ont de MF respectivement 2.29 et 2.62 (Tableau2). Notez que, le 

module de finesse ne peut pas être utilisé seul pour décrire la granulométrie d’un granulat, 

mais il est valable pour indiquer des petites variations dans le cas de granulats élaborés à 

partir d’une même source [24]. 
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Fig.4. Conservation des éprouvettes         Fig.5 . Densité du béton frais selon                                                                            

dans l’eau rémontée                  différentes compositions 

 

Fig.6. Valeurs d’affaissements en fonction de type du béton 

 

3.2. Effet de la substitution sur la résistance mécanique 

La résistance mécanique (à la compression et à la flexion) a été déterminée selon les normes 

EN 12390-3 [25], EN 12390-5 [26] respectivement et a également été exécutée pour 

différents échantillons de béton façonné avec différents pourcentages de substitution de sable 

de rivière avec du sable de carrière. Les résultats (figure 7, 8, Tableau 6) montrent que la 

résistance mécanique augmente avec l’augmentation du pourcentage de substitution jusqu’au 

50%, au-delà de cette valeur la résistance chute jusqu’à la substitution complète. 

L’évolution de la résistance mécanique au cours du temps est due à la bonne hydratation de 

matériaux cimentaires, malgré l’existence du béton dans un environnement agressif. Cela 

explique qu’une concentration plus élevée de cristaux de portlandite ainsi qu'une 
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concentration plus faible de silicate de calcium hydraté (C-S-H) sont formés à la zone de 

transition interfaciale entre les agrégats et la pâte, et que le pourcentage de pores capillaires 

est minimal, surtout le béton C3 comparant aux autres formulations étudiées. Plusieurs 

auteurs stipulent que La porosité capillaire est fortement influencée par : le rapport 

eau/ciment, la distribution granulométrique du matériau cimentaire et le degré d’hydratation 

[20]. Enfin le module de finesse du sable combiné du mélange C3 est optimisé par rapport à 

ceux du mélange C0 , C6 (Tableau 2). 

il convient également de noter que le béton de sable de calcaire de 50% de substitution par le 

sable alluvionnaire résiste mieux et surtout à la flexion lorsqu’il est immergé dans l’eau 

remontée de la nappe phréatique comparant au béton de autres pourcentages de 

remplacement. 

 

Tableau 5. Propriétés des bétons frais et durcis et optimisation de plastifiant 

Plastifiant BV40+ (%)  Mélange du Béton frais     Béton durci 

 N°  E/C  Affaissement  Densité   Résistance à la compression  

             mm    kg/m
3
       à 28 jours ( MPA) 

       1.5            C0  0.5       130     2349           20.21           

       1.5            C1  0.5       90      2361           23.18 

       1.5            C2  0.5       80      2369           26.72 

       1.5            C3  0.5       60      2382           30.77 

       1.5            C4  0.5       30      2359           28.35 

       1.5            C5  0.5       15      2338           26.03 

       1.5            C6  0.5       00      2314           24.58 

 

       0.5            C3  0.5       10      2325        

       1.0            C3  0.5       30      2330 

       1.5            C3  0.5       60      2382 
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Tableau 6. Résistance mécanique de différentes compositions étudiées 

         Résistance à la compression (MPA)       Résistance à la flexion (MPA) 

Age (jours)    28      60      90      180      28   60        90     180 

C0         20.21    23.60   24.95   27.54      3.55    5.71     6.12    7.72                                                

C1         23.18    24.97   26.55   29.56      4.69    6.33     7.55    9.14 

C2         26.72    31.35   33.12   34.44      6.73    8.57     9.06   10.33 

C3         30.77    33.50   36.53   38.60      7.96    9.03    10.61   11.31 

C4         28.35    31.90   34.70   36.87      6.90    8.78     9.80   11.14 

C5         26.03    30.79   33.05   33.80      6.53    7.35     8.74   10.24 

C6         24.58    28.17   29.27   31.41      6.32    7.34     7.93    9.36 

 

3.2. 1  La résistance à la compression 

La  Figure 7 et le Tableau 7 ont indiqués que la résistance à la compression de 50% de 

substitution gagne 52.25% à 28 jours par contre elle gagne 40.16% à 180 jours par rapport au 

béton témoin (100% à base de sable siliceux). Les résultats prouvent aussi que la substitution 

globale de SR par SC améliore la résistance à la compression de 21.62% à 28 jours et 14.05% 

à 180 jours. Ces résultats ont été confirmés par plusieurs chercheurs, Adams et al. [27], 

déclaraient que le remplacement du sable naturel par 50% du sable de concassage dans le 

béton présente une meilleure résistance à la compression. Priyanka et al. [28], confirmaient 

que le remplacement de 50% de sable naturel par le sable artificiel, dans le mélange du mortier, 

présente une résistance à la compression élevée avec un rapport E/C égale 0.5. V. Chandwani 

et al. [10], ont constaté qu’une réduction considérable de la résistance à la compression était 

perceptible à plus de 50% de remplacement de sable de concassage. Toutefois il est connu que 

les bétons conçus avec des granulats totalement concassés génèrent une surface spécifique 

plus développée et demandent plus d’eau que les granulats roulés ce qui affecte la résistance. 

Benabed et al. [29], a conclu que lorsque le pourcentage de fines dépasse 15%, (dans notre cas 

17.12%) la résistance chute. Ceci est probablement dû en raison d'insuffisante de la pâte de 

ciment pour enrober toutes les particules des agrégats fins ce qui conduit par conséquent à une 

diminution de la résistance à la compression. 
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3.2. 2  La résistance à la flexion 

La Figure 8 et le Tableau 7 ont affirmés que la résistance à la flexion de 50% de substitution 

gagne 124.23% à 28 jours par contre elle gagne 46.50% à 180 jours par apport au béton 

témoin. Les résultats montrent que la substitution globale de SR par SC améliore la résistance 

à la flexion de 78.03% à 28 jours et 21.24% à 180 jours. Par conséquent, la résistance à la 

flexion du béton avec des granulats de calcaire est meilleure que celle du sable de la rivière 

(figure 8). Shanumugapriya et al. [30], ont montré que la résistance à la flexion du béton à 

haute performance augmente avec l’augmentation du pourcentage de la fumée de silice dans 

le ciment. Pour un béton contenant 50% de sable artificiel, la résistance est optimale. 

Cependant, le taux d’augmentation de la résistance à la flexion est de13.2% à l’âge de 28 

jours pour le béton avec 50% de sable artificiel et 5% de fumée de silice. Puneeth G T et al. 

[31], ont déclaré que l'échantillon de béton avec 15% de remplacement du ciment par fumée 

de silice présentait une résistance à la flexion supérieure à celle du béton conventionnel. La 

résistance a augmenté jusqu'à 12,5% par rapport à celle du l’échantillon de béton 

conventionnel après une période de durcissement de 28 jours. En outre, la résistance à la 

flexion est plus élevée pour le béton composé de 100% de la poudre de pièrre concassée 

comme une substitution du sable naturel, avec une évolution de la résistance à la flexion de 

l’ordre de 162% par rapport au béton de sable naturel [32]. 

Le tableau 7 résume l'évolution de la résistance mécanique avec l'âge par rapport au béton 

témoin (C0) (en pourcentage). 

  

 

Fig.7. Résistance à la compression des bétons         Fig.8. Résistance à la flexion des   

         conservés dans l’eau remontée                  bétons conservés dans l’eau remontée 
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Tableau 7. Évolution de la résistance mécanique des différentes compositions avec l'âge 

comparé de C0 

  Évolution de la Résistance à la compression (%)  Évolution de la Résistance à la flexion (%)  

Age (jours)   28     60     90    180        28       60    90     180 

C0           /       /       /       /         /        /        /       /      

C1          14.70    5.80     6.41    7.33      32.11    10.86    23.37   18.39 

C2        32.21    32.84    32.75   25.05     89.58    50.09    48.04   33.81 

C3        52.25    41.95    46.41   40.16    124.23    58.14    73.37   46.50 

C4        40.28    35.17    39.08   32.39     94.37    53.77    60.13   44.30 

C5        28.80    30.47    32.46   22.73     83.94    28.72    42.81   32.64 

C6        21.62    19.36    17.31   14.05     78.03    28.55    29.58   21.24 

 

4. CONCLUSION 

Après cette étude on peut aboutir à la synthèse suivante : 

Un taux de substitution compris entre 0 et 50% de sable de rivière par le sable de carrière 

concassé dans le béton ordinaire donne une maniabilité acceptable. Sa consistance varie de 

plastique à très plastique, par conséquent plus de 50% de substitution le mélange devient 

moins réalisable et la consistance apparait ferme. De plus la densité à l’état frais a été 

améliorée lorsqu’on commence de substituer le sable alluvionnaire par le sable concassé. Elle 

atteint un point d’inflexion de 50% de remplacement. Une réduction graduelle de celle-ci est 

remarquée jusqu’à la substitution complète. 

Dans l’eau remontée de la nappe phréatique, la présence du sable de calcaire améliore la  

résistance à la compression pour tous les pourcentages de substitution, en particulier de 50%. 

Elle gagne en conséquence de 52.25% à 28 jours et de 40.16% à 180 jours. Il a noté 

également que l’incorporation du sable de calcaire dans l’élaboration des éléments soumis à la 

flexion est très important parce que la résistance a évolué de 124.23% à 28 jours, mais le 

pourcentage d’évolution de la résistance a reculé de 2.67 fois après la période de dégradation 

accélérée (180 jours). 

Le pourcentage optimal de substitution de sable de rivière par le sable de calcaire concassé est 

de 50%.Ainsi qu’un pourcentage optimisé des fines de la même formulation (9.75%) assure 
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une meilleure interface entre la pâte et les granulats dans le mélange en le rendant plus 

compact. 

Dans l’eau remontée de la nappe phréatique, le matériau calcaire est bénéfique pour 

augmenter la durée de vie des structures et pour préserver l’environnement. 

 

5. REFERENCES 

[1] Imène Joudi-Bahri. "Influence des sables fillérisés calcaires sur les propriétés des bétons 

courants et superplastifiés. Un exemple tunisien", Thèse de doctorat. Université de Lorraine, 

2012.p.3. 

[2] Celik, T., Marar, K. Effects of crushed stone dust on some properties of concrete. Cement 

Concrete Res., 1996, 26 (7),1121-1130.  

[3] Kenai S, Menadi B, Ghrici M. Performance of limestone cement mortar. In: Eight 

CANMET/ACI international conference on recent advances in concrete technology; 2006. p. 

39. 

[4] Ilangovan, R. Studies on strength and behaviour of concreteby using quarry dust as fine 

aggregate. In: Proceedings of AllIndia Seminar on Materials and Machines for Construction. 

NewAge International., 2000, pp. 99 -102.     

[5] Hudson BP. Manufactured sand for concrete.The Indian concrete journal,1997: 

pp:237-240                                      

[6] Shodhganga.inflibnet.ac.in/bitstream/10603/.../7/07_ chapter2.pdf 

[7] Sahu, A.K., Sunil Kumar Sachan, A.K. Quarry stone waste as fine aggregate for concrete. 

Indian Concrete J., 2003, 845-848. 

[8] R. Ilangovana., N. Mahendrana and K. Nagamanib. Strength And Durability Properties Of 

Concrete Containing Quarry Rock Dust As Fine Aggregate, ARPN Journal of Engineering 

and Applied Sciences., 2008, vol. 3, no. 5.  

[9] Shahul Hameed, M., Sekar, A.S.S. Properties of green concrete containing quarry rock 

dust and marble sludge powder asfine aggregate. ARPN J. Eng. Appl. Sci., 2009, 4 (4), 83-89. 

[10] Vinay Chandwania, Sanjay Mundraa, P.R. Sindhib, Ravindra Nagara, Vinay Agrawalaa. 

Crushed rock sand-An economical and ecological alternative to natural sand to optimize 



T. Djedid et al.            J Fundam Appl Sci. 2019, 11(1), 368-384               383 
 

 

 

concrete mix .Engineering and Material Sciences., 2016, 345-347.                                                                                                                                                                                                                                                                                                                                             

[11] NF EN 206-1 Béton — Partie 1: Spécification, performances, production et conformité, 

AFNOR, French standard, from European standard EN 206 Concrete-Performance, 

production and conformity, 2004.                                                        

[12] Menadi B, Kenai S, Khatib J, Aït-Mokhtar A. Strength and durability of concrete 

incorporating crushed limestone sand. Constr Build Mater.,(2009), 23:625-633.                                              

     [13] Dreux G., Jean FESTA. Nouveau guide du béton et de ses constituants. Edition     

Eyrolles. Juin; 1998. p. 416. 

[14] NF P18-405 Bétons- Essais d'information Confection et conservation des éprouvettes, 

Décembre 1981.                                            

[15] NF EN 12390-2. Essais pour béton durci - Partie 2: confection et conservation des 

éprouvettes pour essais de résistance, Octobre 2001.                                                                                                                                                    

[16] Kamali S, Gerard B, Moranville M. Modelling the leaching kinetics of cement based 

materials-inluence of materials and environment. Cem Concr Compos 2003;25:451–8.                                                                                     

[17] Agostini F, Lafhaj Z, Skoczylas F, Loodsveldt H. Experimental study of accelerated 

leaching on Hollow cylinders of mortar. Cem Concr Res 2007;37:71–8. 

[18] Gmira A. Etude texturale et thermodynamique d’hydrates modeles du Ciment, These de 

Doctorat, Université d’Orleans, France; 2003. p. 212.                                                                                                                                       

[19] Swapnil S. Fate. Concrete with Smart Material (Manufactured Crushed Sand)-A Review. 

IOSR Journal of  Mechanical and Civil Engineering (IOSR- JMCE) e-ISSN: 2278-1684, 

p-ISSN: 2320-334X PP 27-29.                            

[20] Neville AM. Properties of concrete. Fourth edition, Longman, England,1995, pp.844. 

[21] Aquino Carlos, Inoue Masumi, Miura Hiroaki, Mizuta Maki, Okamoto Takahisa. The 

effects of limestone aggregate on concrete properties. Construction and Building 

Materials. ,2010, 24: 2363-2368.                                    

[22] Lohani T.K, Padhi M, Dash K.P, Jena S, Optimum utilization of Quarry dust as partial 

replacement of sand in concrete, Int. Journal of Applied Sciences and Engineering Research, 

2012; V 1, pp:391-404.                                   

[23] Bertrandy R., Coquillat G. Les calcaires dans les bétons hydrauliques, CEBTP., 1992,  



T. Djedid et al.            J Fundam Appl Sci. 2019, 11(1), 368-384               384 
 

 

 

pp. 6-13.                           

[24] Neville Adam M. Proprietes des betons. Edition Eyrolles; 2000. p. 824.                                                                 

[25] NF EN 12390-3. Essai pour beton durci – Partie 3: resistance a la compression des 

eprouvettes, Fev. 2003. 

[26] NF EN 12390-5. Essai pour beton durci – Partie 5: resistance a la flexion sur eprouvettes, 

October 2001.                                                                        

[27] Adams JM, Rajesh AM, Brightson P, Anand MP. Experimental Investigation on The 

Effect Of M-Sand In High Performance Concrete, American Journal of Engineering Research 

(AJER), 2013; V 02, pp: 46-51.   

[28] Priyanka AJ, Dilip KK. Effect of replacement of natural sand by manufactured sand on 

the properties of cement mortar. International Journal Of Civil And Structural Engineering, 

2013; V 3, pp: 621-628.                            

[29] Benabed B, Kadri EH, Azzouz L, Kenai S. Properties of self-compacting mortar made 

with various types of sand, Cement and Concrete Composites, 2012; V 34, pp:1167–1173.                                                                          

[30] Shanmugapriya T, Uma RN, Optimization of partial replacement of M-sand by natural 

sand in high performance concrete with silica fume. International Journal of Engineering 

Sciences & Emerging Technologies, 2012; V 2, pp: 73-80.                                                                                                                                     

[31] Puneeth G T., Mamatha A. An experimental investigation on the strength of concrete by 

partial replacement of cement with micro silica and naturel sand with manufactured 

sand.International Journal of Civil and Structural Engineering Research ISSN 2348-7607 

(Online) Vol. 3, Issue 2, pp: (52sand-57).                           

[32] Anitha-selva SSD, Gayathri R, Swathi G, Prince AG.Experimental Investigation On 

Quarry Dust Concrete With Chemical Admixture, International Journal of Latest Research in 

Science and Technology, 2013; V 2, pp:91–94.                                                                                                                                                                    

         

             

How to cite this article: 

Djedid T, Guettala A, Mani M. Study of the workability and mechanical strength of concrete 

in the face of upwelling (case of the El oued region). J. Fundam. Appl. Sci., 2019, 11(1), 

368-384. 



See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/283040417

Thermal Lattice Boltzmann Model for Natural Convection in an Inclined

Cavity Packed with Porous Material

Article  in  Journal of Control Science and Engineering · April 2015

DOI: 10.17265/2328-2231/2015.02.005

CITATIONS

0
READS

213

2 authors:

Some of the authors of this publication are also working on these related projects:

Modeling and Simulation of central receiver solar thermal power plants View project

GreenAlInd Project: Improvement of Energy and Environmental Performances of Algerian Industry. View project

ABDELMALEK ATIA

El-Oued University

20 PUBLICATIONS   7 CITATIONS   

SEE PROFILE

Kamal Mohammedi

University M'Hamed Bougara of Boumerdes

150 PUBLICATIONS   814 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Kamal Mohammedi on 01 March 2016.

The user has requested enhancement of the downloaded file.



Journal of Control Science and Engineering 2 (2015) 102-108 
doi:10.17265/2328-2231/2015.02.005 

 

Thermal Lattice Boltzmann Model for Natural Convection 

in an Inclined Cavity Packed with Porous Material 

Atia Abdelmalek1 and Mohammedi Kamal2 

1. Mechanical Engineering Departement, Faculty of Sciences and Technology, University of Hamma Lakhdar, El-oued 39000, Algeria 

2. Laboratory of Energetic, Mechanics and Engineering, Faculty of Sciences of Engineer, University of M’hamed Bougara, 

Boumerdes 35000, Algeria 

 
Abstract: In the present work, the LBM (Lattice-Boltzmann method) is used to simulate natural convection in an inclined open 
ended square cavity filled with porous material. The cavity is submitted to heating and cooling from two opposite sides with constant 
temperatures. The double-population approach is used to simulate hydrodynamic and thermal fields. The effect of a porous medium 
is taken into account by introducing the porosity into the equilibrium distribution function and adding a force term to the evolution 
equation. The Brinkman-Forchheimer equation, which includes the viscous and inertial terms, is applied to predict the heat transfer 
and fluid dynamics in the non-Darcy regime. The present model is validated with the previous literature. A comprehensive 
parametric study of natural convective flows is performed for various values of inclined angle. 
 
Key words: Lattice boltzmann method, natural convection, porous cavity, Brinkman-Forchheimer equation. 
 

1. Introduction 

There is no need to say that LBM (Lattice 

Boltzmann Method) are in high pace development and 

have become a powerful method for simulation fluid 

flow and transport problems for single and multiphase 

flows [1, 2]. In this work, the method is applied for 

natural convection in open ended porous cavities.  

Natural convection has lots of applications in both 

nature and engineering, such as the cooling of 

electronic devices and heat transfer improvement in 

heat exchanger apparatuses and petroleum reservoirs. 

Because cavities and slots are benchmark test cases, 

many researches using LBM [3, 4]. Natural 

convection in a square cavity and its fluid flow is a 

classical problem in mechanical engineering. 

Mohamad et al. [5] presented a detailed analysis of 

natural convection problem to use LBM; they 

demonstrated the abilities of the LBM in simulating 

natural convection. Open cavities are 2-D cavity that 

has an open side. These kinds of cavities have special 
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physics in open side because of outgoing of flow from 

this side. Some research papers have been published 

on studies of buoyant flows and their heat transfer in 

open cavities [6]. Mohamad et al. [7] presented natural 

convection in an open ended cavity and slots, they 

analyzed the effect of aspect ratio of cavity on heat 

transfer rate. They presented a good procedure for 

simulating open boundaries in LBM. 

Research on natural convection in enclosure packed 

with a porous medium is motivated by its wide 

applications in engineering, such as drying processes, 

chemical catalytic reactors and solar power collectors. 

Several models have been introduced for natural 

convection heat transfer in porous media. An excellent 

and comprehensive review has been given by Nield 

and Bejan [8]. The buoyancy-driven convection in a 

porous cavity is analyzed by D. Gao et al. [9]. A. 

Haghshenas et al. [4] studied numerically the steady 

natural convection in a square cavity filled with a 

porous medium via LBM.  

2. Thermal Lattice Boltzmann Method 

The thermal Lattice Boltzmann model utilizes two 

D 
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distribution functions, f and g, for the flow and 

temperature fields, respectively. In this approach the 

fluid domain is discredited in uniform Cartesian cells. 

Each cell holds a fixed number of distribution 

functions. For this work the D2Q9 model has been 

used. This model is shown in Fig. 1. 

For the D2Q9 lattice, the nine velocities Ԧܿ௜ and their 

corresponding weights ݓ௜ are calculated from Ref. [10]: 

Ԧܿ௜ ൌ ܿ

ە
۔

ۓ
݅ ݎ݋݂ 0 ൌ 0

ቀcos ቂሺ݅ െ 1ሻ గ

ଶ
ቃ , sin ቂሺ݅ െ 1ሻ గ

ଶ
ቃቁ ݅ ݎ݋݂  ൌ 1,2,3,4

√2 ቀcos ቂሺ݅ െ 5ሻ గ

ଶ
൅

గ

ସ
ቃ , sin ቂሺ݅ െ 5ሻ గ

ଶ
൅

గ

ସ
ቃቁ ݅ ݎ݋݂  ൌ 5,6,7,8

                    (1) 

 

 And the weighting factors are given by: 

଴ݓ ൌ
4
9

, ଵݓ ൌ ଶݓ ൌ ଷݓ ൌ ସݓ ൌ
1
9

,  

and  ݓହ ൌ ଺ݓ ൌ ଻ݓ ൌ ଼ݓ ൌ
ଵ

ଷ଺
        (2) 

It is to be noted that in the above equations, ܿ ൌ

Δ௫

Δ௧
 , and the weights satisfy the relation ∑ ௜ݓ ൌ 1ଽ

௜ୀଵ . 

The Lattice Boltzmann equation with an external 

force ܨ can be written respectively for the fluid flow 

and temperature distribution as follows: 

The f(r,t) and g(r,t) are calculated by solving the 

Lattice Boltzmann equation. By using BGK model, 

the general form of Lattice Boltzmann equation with 

an added force term can be written as: 

For the flow field: 

௜݂ሺݎ ൅ ܿ௜∆ݐ, ݐ ൅ ሻݐ∆ ൌ 

௜݂ሺݎ, ሻሾ1ݐ െ ߱௩ሿ ൅ ߱௩ ௜݂
௘௤ሺݎ, ሻݐ ൅  Δݐ. F௜    (3) 

For the temperature field: 

݃௜ሺݎ ൅ ܿ௜∆ݐ, ݐ ൅ ሻݐ∆ ൌ 

݃௜ሺݎ, ሻሾ1ݐ െ ்߱ሿ ൅ ்߱݃௜
௘௤ሺݎ,  ሻ        (4)ݐ

where, ∆ݐ denotes lattice time step, ܿ௜ is the discrete 

lattice velocity in direction ݅, F௜  is the total body 

force in direction of lattice velocity, ߱௩ ൌ
Δ௧

τೡ
 and 

்߱ ൌ
Δ௧

τ೅
 denotes the non-dimensional relaxation time 

for the flow and temperature fields. The kinetic 

viscosity ߭ and the thermal diffusivity ߙ are defined 

in terms of their respective relaxation times, i.e. 

߭ ൌ ܿ௦
ଶሺτ௩ െ 1/2ሻ , and ߙ  ൌ ܿ௦

ଶሺτ் െ 1/2ሻ , 

respectively. The local equilibrium distribution for 

flow and temperature fields is as follows respectively. 

௜݂
௘௤ ൌ ߩ୧ݓ ቂ1 ൅

௖೔.௨

௖ೞ
మ ൅

ଵ

ଶ

ሺ௖೔.௨ሻమ

ఢ௖ೞ
ర െ

ଵ

ଶ

௨మ

ఢ௖ೞ
మቃ      (5) 

where, ߳ is the porosity of the material.  

݃௜
௘௤ ൌ ୧ܶݓ ቂ1 ൅

௖೔.௨

௖ೞ
మ ൅

ଵ

ଶ

ሺ௖೔.௨ሻమ

௖ೞ
ర െ

ଵ

ଶ

௨మ

௖ೞ
మቃ      (6) 

In LBM Eqs. (3) and (4) are solved in two 

important steps that are called collision and streaming 

step. Collision step is as follows for flow field and 

temperature field respectively [10]: 

௜݂ሺݎ, ݐ ൅ ሻݐ∆ ൌ ௜݂ሺݎ, ሻሾ1ݐ െ ߱௩ሿ ൅ 

߱௩ ௜݂
௘௤ሺݎ, ሻݐ ൅  Δݐ. F௜            (7) 

݃௜ሺݎ, ݐ ൅ ሻݐ∆ ൌ ݃௜ሺݎ, ሻሾ1ݐ െ ்߱ሿ ൅ ்߱݃௜
௘௤ሺݎ,  ሻ(8)ݐ

Streaming step can be written as follows: 

௜݂ሺݎ ൅ ܿ௜∆ݐ, ݐ ൅ ሻݐ∆ ൌ ௜݂ሺݎ, ݐ ൅  ሻ       (9)ݐ∆

݃௜ሺݎ ൅ ܿ௜∆ݐ, ݐ ൅ ሻݐ∆ ൌ ݃௜ሺݎ, ݐ ൅  ሻ     (10)ݐ∆

Macroscopic variable can be calculated in terms of 

these variables, with the following formula: 

Flow density: 

ߩ ൌ ∑ ௜݂
ଽ
௜ୀ଴               (11) 

Momentum: 

ݑߩ ൌ ∑ ௜݂ܿ௜
ଽ
௜ୀ଴             (12) 

Temperature: 

ܶ ൌ ∑ ݃௜
ଽ
௜ୀ଴              (13) 

The total body is added as an extra source term to 

Eq. (14), 
 

 
Fig. 1  Lattice arrangements for 2-D problems, D2Q9. 
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F௜ ൌ ሺ1ߩ୧ݓ െ
௪ೡ

ଶ
ሻሾ

ଷ௖೔.ி

௖మ ൅
ଽ௨ி:௖೔௖೔

ఢ௖ర െ
ଷ௨ி

ఢ.௖మሿ   (14) 

where, F= F௕௨௢௬௔௡௖௬ ௙௢௥௖௘+F௣௢௥௢௨௦ ௠௔௧௘௥௜௔௟. 

With the Boussinesq approximation the buoyancy 

force modeled as:  

F௕௨௢௬௔௡௖௬ ௙௢௥௖௘ ൌ 

ሺܶߚ݃߳ െ ௠ܶሻሺܿݕ௜ܿ߮ݏ݋ ൅  ሻ     (15)߮݊݅ݏ௜ݔܿ

where, ௠ܶ ൌ ሺ ௛ܶ ൅ ௖ܶሻ/2. 

F௣௢௥௢௨௦ ௠௔௧௘௥௜௔௟ ൌ െ
ఢ௩

௄
ݑ െ

஫ଵ.଻ହ

√ଵହ଴ఌ௄
 (16)    ݑ|ݑ|

where,  ݃, ,ߚ ߳, ܭ , and ௠ܶ  are gravitational 

acceleration, thermal expansion coefficient, porosity 

of the medium, permeability and reference 

temperature. 

3. Position of the Problem and Boundary 
Conditions 

The studied configuration is sketched in Fig. 2. It 

consists of a square cavity of length H with two 

partially heated walls, located on two opposite walls, 

and maintained at constant temperatures ௛ܶ and ௖ܶ 

( ௛ܶ ൐ ௖ܶ), respectively. The cavity is inclined at an 

angle ߮ with respect to the horizontal and filled with 

porous material; the east side is considered as open 

ended. 

The distribution functions out of the domain are 

known from the streaming process. The unknown 

distribution functions are those toward the domain. 

Fig. 3 shows the unknown distribution function, which 

needs to be determined, as dotted lines [7]. 

Flow: 

Bounce back boundary condition is used on the 

solid boundaries (west, north and south boundaries). 

At the east open boundary, the following condition is 

used, 

଺݂ ௡ ൌ ଺݂ ௡ିଵ,  ଷ݂ ௡ ൌ ଷ݂ ௡ିଵ, ଻݂ ௡ ൌ ଻݂ ௡ିଵ  (17) 

where, n is the lattice on the boundary and n-1, is the 

lattice inside the cavity adjacent to the boundary. 

Temperature: 

Bounce back boundary condition (adiabatic) is used 

on the north and south of the boundaries. Temperature 

at the west wall is known, Tw = 1.0. Since we are 

using D2Q9, the unknown are ݃1, ݃5 ܽ݊݀ ݃8, which 

are evaluated as, 
 

 
Fig. 2  Studied configuration. 

 

 
Fig. 3  Domain boundaries and direction of streaming velocities. 
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݃1 ൌ ݓܶ כ ሺ1ݓ ൅ 3ሻݓ െ ݃3 

݃5 ൌ ݓܶ כ ሺ5ݓ ൅ 7ሻݓ െ ݃7        (18) 

݃8 ൌ ݓܶ כ ሺ8ݓ ൅ 6ሻݓ െ ݃6 

The boundary condition for east wall needs special 

treatment, since prior to solution, the advected 

velocity direction is not known. It is assumed that if 

the flow is penetrating into the cavity (ݑ ൏  0ሻ , then 

the temperature should be ambient, T = 0, and if the 

flow leaving the cavity (ݑ ൐  0ሻ, it is assumed that 

there is no heat diffusion, i.e., gradient of temperature 

is negligible. 

For east boundary, the distributions function, 

݃6, ݃3 ܽ݊݀ ݃7, are evaluated as, 

൏ ݑ ݂݅ ݄݊݁ݐ 0   ׷

݃6, ݊ ൌ 0 െ ݃8, ݊ 

݃3, ݊ ൌ 0 െ ݃1, ݊            (19) 

݃7, ݊ ൌ 0 െ ݃5, ݊ 

൐ ݑ ݂݅ ݄݊݁ݐ 0   ׷

݃6, ݊ ൌ ݃6, ݊ െ 1 

݃3, ݊ ൌ ݃3, ݊ െ 1            (20) 

݃7, ݊ ൌ ݃7, ݊ െ 1 

4. Results and Discussion 

In this work the problem of natural convection  

heat transfer in an inclined open ended cavity  

packed with porous material is simulated. The cavity 

has two horizontal insulated walls, a west wall with 

constant temperature and an open east side. The 

temperature of west wall is equal to unity that is more 

than the ambient zero temperature. One point must be 

noticed that this temperature is dimensionless in 

Lattice scale. In the present study to simulate natural 

convection in inclined cavity, the gravity acceleration 

(g) is rotated counter clockwise. The negative values 

of rotating angel mean rotation is clockwise. To 

validate the numerical method, two different cases are 

tested: 

(1) Natural convection in an open-ended cavity 

without porous medium, and without rotating angel. 

(2) Natural convection in an open-ended cavity with 

porous medium, and without rotating angel. 

The results are compared with the findings of 

Mohamad et al. [7] for case (1) and of A. Haghshenas 

et al. [4] for case (2).  

Tables 1 and 2 summarize the average Nusselt 

numbers obtained by the present work and compared 

with the previous literature. 

As it can be seen from these tables, in each case, the 

results are considerably consistent with those in the 

literature and these comparisons. 

Hence, it is concluded that LBM with the suggested 

boundary condition at the opening of the cavity can 

produce reliable results. 

Figs. 4 and 5 show streamlines and isotherms, 

respectively, comparison between the present study 

and that presented by Mohamad et al. [7] for Ra = 104. 

The flow enters from the lower half portion of the 

cavity and leaves from the upper half of the opening. 

Now, the problem of natural convection heat 

transfer in an inclined open porous cavity was solved 

for different angles, when Rayligh number is fixed to 

104, Prantdl number (Pr) is fixed to 0.71, porosity is 

fixed to 0.4, and Darcy number is fixed to 0.01. 

Streamline and Temperature contours are plotted and 

average Nusselt number on closed west wall is 

investigated. 

Figs. 6 and 7 Streamline and Temperature contours 

are plotted for different rotation angle, the effect of 

rotation on Streamline and Temperature contours can 

be seen obviously. 
 

Table 1  Average Nusselt number comparison for 
differents Rayligh number and Pr = 0.71 (case 1). 

Ra Mohamad et al. (FV) LBM (present) 

104 3.264 3.249202 

105 7.261 7.061324 

106 14.076 14.045800 
 

Table 2  Average Nusselt number comparison for 
differents Rayligh number and Pr = 1.0, Da = 0.01 and 

ࢿ ൌ ૙. ૝ (case 2). 

Ra A. Haghshenas et al. (LBM) LBM (present) 

104 1.541 1.678586 

105 4.294 4.327931 

106 9.432 9.598819 
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(a) Mohamad et al. [7]                                         (b) Present study 

Fig. 4  Streamlines for Ra = 104 and aspect ratio of 1.0. 
 

    
(a) Mohamad et al. [7]                                       (b) Present study 

Fig. 5  Isotherms for Ra = 104 and aspect ratio of 1.0. 
 

Table 3 shows that rotation angle has low effect on 

average Nusselt in the low Rayligh number (Ra = 

104). 

5. Conclusion 

In the present work, simulations of flow and 

temperature fields that arise due to natural convection 

in an open-ended inclined square cavity filled with a 

porous  medium  have  been  carried  out. The 

double-population approach, the LBM were employed. 

The influence of rotation angle was considered by 

adding a force term to the evolution equation. To 

predict the heat transfer and fluid dynamics in the 

non-Darcy regime, the Brinkman-Forchheimer 

equation was applied. The numerical method was 

validated by two different cases and a good agreement 
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Fig. 6  Streamlines for different rotation angle. 
 

    
Fig. 7  Isotherms for different rotation angle. 
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Table 3  Average Nusselt number comparison for different 
rotation angle. 

θ Nu 

45° 2.312473 

－45° 2.294909 

135° 2.312482 

－135° 2.294900 
 

was observed. It was found that, for low Rayleigh 

numbers, the average Nusselt number is almost 

independent of rotation angle. 
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Abstract In this paper, a proton exchange membrane PEM
fuel cell power plant is used to improve the filtering per-
formance of the conventional active power filter, as well as
simultaneously contribute with the electric grid to supply
the power to the load. The five-level inverter is used as a
shunt active power filter, taking advantages of the multilevel
inverter such as low harmonic distortion and reduced switch-
ing losses. It is capable of compensating power factor, current
harmonics and can also make the interface between renew-
able energy sources and the electric grid, injecting the energy
generated byPEMfuel cell to the load. The active power filter
control strategy is basedon theuse of self tuningfilters for ref-
erence current generation and a fuzzy logic current controller.
The MATLAB Fuzzy Logic Toolbox is used for implement-
ing the fuzzy logic control algorithm. The obtained results
show that thePEMfuel cell contributes successfully to supply
simultaneously the load with the electric grid and produced
a sinusoidal supply current with low harmonic distortion and
in phase with the line voltage.
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1 Introduction

The use of static converters in industrial activities and public
consumers leads to an increase in harmonic injection in the
network and a lower power factor. This causes various prob-
lems in power systems and in domestic appliances such as
equipment overheating, capacitor blowing, motor vibration,
excessive neutral currents and low power factor.

Active power filter involving two levels voltage source
inverters [1] have been widely studied and used to elimi-
nate harmonics and compensate reactive power [2,3]. Due to
power handling capabilities of power semiconductors, these
active powerfilters are limited inmediumpower applications.
Then, hybrid topologies have been proposed to achieve high
power filters [4,5].

Recently, the interest in using multilevel inverters for
high power drives, reactive power and harmonics compensa-
tion has increased [6,7]. Multilevel pulse width modulation
inverters can be used as active power filter for high power
applications solving the problem of power semiconductor
limitations. The use of neutral-point-clamped (NPC) invert-
ers allows equal voltage shearing of the series-connected
semiconductors in each phase.

A DC–DC converter can be used to adjust the output volt-
age value of the renewable energy sources (PEMFC) [8], to
the voltage value of the DC-side capacitors of the five-level
shunt active filters. The available energy is then managed by
the active filter controller [9].

The performances of different reference current genera-
tion strategies under balanced, sinusoidal, alternating current
(AC) voltages conditions are well referenced [10,11], such
as the so-called p–q theory and Synchronous Reference
Frame Theory (SRF) which provide similar performances.
Differences arise when one works under distorted and unbal-
anced AC voltage which is the case in real conditions, where
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the mains voltages are distorted that decreases filter perfor-
mances [12].

In this paper, the reference current generation for shunt
active power filter control under distorted voltage conditions
is based on the use of self-tuning filters (STF).

The STF is used to extract the fundamental component
directly from electrical signals in the α–β reference frame
under distorted voltage conditions [13].

The controller is the main part of the active power fil-
ter operation and has been a subject of many researches in
recent years [14,15]. Conventional PI voltage and current
controllers have been used to control the harmonic current
and DC voltage of the shunt APF. However, they require
precise linear mathematical model of the system, which is
difficult to achieve under parameter variations, nonlinearity
and load disturbances. These limitations are overridden by
using fuzzy logic techniques.

In the conventional APF, a required active power is taken
from the electrical grid to regulate the DC side of the inverter.

The novelty of this work is in the following aspects:

– a renewable source of energy (PEMFC) is able not only
to exempt the electrical grid of the required power to
regulate the DC side of the APF, but also to contribute
with it to supply the load.

– A five-level shunt active power filter is capable simul-
taneously to compensate the power factor, the har-
monic currents, and also inject the energy generated by
the proton exchange membrane PEM fuel cell to the
load.

The performance of the proposed system is evaluated through
computer simulations. The obtained results show that the
PEM fuel cell contributes successfully to supply simultane-
ously the loadwith the electric grid and produced a sinusoidal
supply currentwith lowharmonic distortion and inphasewith
the line voltage.

2 Proposed system

The proposed configuration of APF and grid-connected PEM
fuel cell generation system is shown in Fig. 1. The PEM fuel
cell model is based on simulating the relationship between
output voltage and partial pressures of hydrogen, oxygen,
and water. The PEMFC power plant consists of 680 cells
connected in series. The DC–DC boost converters drain
the energy from PEMFC and feed the DC bus capacitor
based on hysteresis controller. In this paper, the DC bus
voltage (DC–DC converter output) is Vdc = 800V. The
DC bus is connected to a five-level inverter. Through this
converter, the energy generated by the PEMFC is trans-
ferred to the three-phase utility grid (400 V/60 Hz) or
the AC loads. An R–L filter has been used at the output
of the five-level inverter to filter the switching frequency
harmonics.

A novel reference current generation strategy, which is
based on generalized instantaneous reactive power theory,
has been proposed for the five-level shunt active power
filter. Also, this strategy adjusts the active and reactive
power delivered to the utility grid. However, the proposed

Fig. 1 Proposed configuration
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system can provide the power factor correction, harmonic
elimination, and reactive power compensation, and simulta-
neously inject the power available from the PEMFC into the
grid.

The power reference strategy of the DC–AC inverter pro-
vides suitable power transfer between the AC source and
PEMFC through the five-level active power filter. The refer-
ence active power of the PEMFC is specified by the power
you need to regulate the DC side of the five-level APF and a
part of active power necessary to feed the load (pc + k ∗ p̂).

2.1 PEM fuel cell model

In Ref. [16], Padulles et al. introduced amodel for the SOFC.
The model has been modified to simulate a PEM fuel cell
[17]. This model is based on simulating the relationship
between the output voltage and partial pressures of hydro-
gen, oxygen, and water. A detailed model of the PEM fuel
cell is shown in Fig. 2.

The simulated characteristics of PEM fuel cell stack volt-
age for the fixed values of input fuel pressures for single cell
is shown in Fig. 3. It can be seen that at low current level, the
ohmic loss becomes less significant and the increase in out-
put voltage is mainly due to activity of slowness of chemical
reactions. So, this region is also called active polarization. At

very high current density, the voltage fall down significantly
because of the reduction of gas exchange efficiency. This
is mainly due to overflooding of water in catalyst and this
region is also called concentration polarization. Intermediate
between the active region and concentrations region, there
is a linear slope which is mainly due to internal resistance
offered by various components of the fuel cell. This region
is generally called as ohmic region [18,19].
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Fig. 3 Characteristic curve of PEM fuel cell single stack
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2.2 Design of DC/DC boost converter

The increase in load power decreases the FC output voltage
according to the model dynamics. Therefore, a boost type
DC–DC converter is used at the FC system bus to maintain
800Voutput voltage. The topology of the boost typeDC–DC
converter is given in Fig. 4. In the converter, the gate signal
of the IGBT is obtained using a band hysteresis controller-
based system which determines the duty cycle according to
the load side voltage.

Based on the state averaging method, the resulting model
of the boost converter is [20] :

dIcell
dt

= −1 − k

Ldc
Vdc + 1

Ldc
Vcell (1)

dVdc
dt

= 1 − k

Cdc
Icell − 1

CdcR
Vdc, (2)

where k is the duty cycle and R = Vdc
Il
.

Based on linearization of states equation around an equi-
librium point, the output voltage Vdc can be written in steady
state as follows:

Vdc = Vcell
1 − k

. (3)

The hysteresis controller is designed to adjust the duty cycle
to regulate the output voltage around his reference.

The hysteresis control scheme, used for the control of the
DC–DC converter, is shown in Fig. 5, where the switching
logic is formulated as follows:

If Vdc < (V ∗
dc − HB) switch is OFF (Sw = 0),

 
 

   
     PEMFC 

 

Hystérésis 
controller 

Ldc Icell 

Cdc Vdc 

D 

Sw Vcell 

Il 

Five Level  
Shunt Active  
Power Filter  

Fig. 4 Typical structure ofDC–DCboost converterwith feedback con-
trol

×+

-
Switching
pulses

Fig. 5 Hysteresis band voltage controller

If Vdc > (V ∗
dc + HB) switch is ON (Sw = 1),

where HB denotes the predefined hysteresis band.
The selection of components like boost inductor value

and capacitor value is very important to reduce the ripple
generation for a given switching frequency. However, large
inductance tends to increase the startup time slightly while
small inductance allow the coil current to ramp up to higher
levels before the switch turns off [20].

Vdc = Vcell
T

toff
= Vcell

1 − k
, (4)

where toff = (1 − k)T and ton = kT. Assuming a lossless
circuit, the average input current is

Icell = Il
1 − k

. (5)

Then,

�Icell = Vcell(Vdc − Vcell)

f LdcVdc
= Vcellk

f Ldc
, (6)

where �Icell is the peak-to-peak ripple current of inductor
Ldc. When the switch Sw is on, the capacitor supplies the
load current for t = ton. The average capacitor current during
this time ton is Icdc = Il and the peak-to-peak ripple voltage
of the capacitor is

�VCdc = Ilk

f Cdc
. (7)

The size of the reactive elements of the boost converter can
be determined from the rated voltage, current ripple, voltage
ripple, and switching frequency of the converter based on the
equations from (4), (6), and (7).

2.3 Shunt active filter configuration

Figure 6 presents the shunt active filter topology based on
a three-phase voltage source inverter, using IGBT switches,
connected in parallel with the AC three-phase three-wire sys-
tem through three inductors. The capacitors are used on the
DC side to smooth the DC terminal voltage. A three-phase
diode rectifier supplying an R–L load represents the non-
linear load. The main task of the proposed shunt APF is to
reduce the harmonic currents and to compensate for the reac-
tive power. The structure in Fig. 6 describes this shunt APF
based on a three-phase five-level VSI. To produce an inverter
(active filter) of N levels, N − 1 capacitors are required.

Where the voltage across each capacitor is equal to
Vdc/(N − 1), Vdc is the total voltage of the DC source. Each
pair of switches (T11, T15) form a commutation cell, and the
switch pairs are ordered in a complementary way.
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Fig. 6 Shunt active filter
topology
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Table 1 Five voltage values

Ki Til Ti2 Ti3 Ti4 Ti5 Ti6 Ti7 Ti8 Vio

1 1 1 1 1 0 0 0 0 Vdc/2

1/2 0 1 1 1 1 0 0 0 Vdc/4

0 0 0 1 1 1 1 0 0 0

−1/2 0 0 0 1 1 1 1 0 −Vdc/4

−1 0 0 0 0 1 1 1 1 −Vdc/2

The inverter provides five voltage levels according to
Eq. (8):

vio = ki
vdc

2
, (8)

where Vio is the phase-to-middle fictive point voltage, Ki is
the switching state variable (Ki = 1, 1/2, 0, 1/2,−1), Vdc
is the DC source voltage, and i is the phase index (i =
a, b and c). The five voltage values are shown in Table 1,
(Vdc/2, Vdc/4, 0,−Vdc/4,−Vdc/2).

2.4 Reference current calculation

2.4.1 Self-tuning filter

Song [21], presents in his PhDwork a newmethod for recov-
ering the equivalent transfer function of the integration in the
synchronous references frame «SRF».

The output signals x̂αβ(s) can be expressed by:

x̂α(s) = k

s

[

xα(s) − x̂α(s)
] − wc

s
x̂β(s) (9)

x̂β(s) = k

s

[

xβ(s) − x̂β(s)
] − wc

s
x̂α(s). (10)

The block diagram of the STF tuned at the pulsation wc is
depicted in Fig. 7.

2.4.2 Harmonic isolator

The load currents, iLa , iLb, and iLc, of the three-phase three-
wire system are transformed into the α–β axis (Fig. 8) as
follows:
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[

iα
iβ

]

=
√

2

3

[

1 − 1
2 − 1

2

0
√
3
2

−√
3

2

]

⎡

⎣

iLa
iLb
iLc

⎤

⎦ . (11)

As known, the currents in the α–β axis can be respectively
decomposed into DC and AC components by:

iα = îα + ĩα (12)

iβ = îβ + ĩβ. (13)

Then, the STF extracts the fundamental components at the
pulsationwc directly from the currents in theα–β axis. After-
ward, the α–β harmonic components of the load currents are
computed by subtracting the STF input signals from the cor-

×

×

cw

k

k

×
s
1-+ +

-

×++
s
1+

-

αx̂

βx βx̂

αx

cw

Fig. 7 Self-tuning filter tuned to the pulsation wc

responding outputs (Fig. 8). The resulting signals are the AC
components, ĩα and ĩβ , which correspond to the harmonic
components of the load currents iLa , iLb, and iLc in the sta-
tionary reference frame.

For the source voltage, the three voltages vsa , vsb, and vsc
are transformed to the α–β reference frame as follows:

[

vα

vβ

]

=
√

2

3

[

1 − 1
2 − 1

2

0
√
3
2

−√
3

2

]

⎡

⎣

vsa
vsb
vsc

⎤

⎦ . (14)

Then, self-tuning filtering is applied to these α–β voltage
components. This filter allows suppressing any harmonic
component of the distorted mains voltages and consequently
leads to improve the harmonic isolator performance.

After computation of the fundamental component v̂αβ and
harmonic currents ĩαβ , p and q powers are given as follows:

p = iαv̂α + iβ v̂β (Instantaneous active power) (15)

q = iβ v̂α − iαv̂β (Instantaneous reactive power), (16)

where

p = p̂ + p̃ (17)

q = q̂ + q̃, (18)

where p̂, q̂ are fundamental components and p̃, q̃ are the
alternative components.

The power components p̃ and q̃ related to the same α–β
voltages and currents can be written as follows:

abc

αβ

loadi
αi

βi

αî
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Fig. 8 Block diagram of the proposed harmonic isolator
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Table 2 Switching states of one five-level phase leg

Output voltage Ti1 Ti2 Ti3 Ti4 Ti5 Ti6 Ti7 Ti8

Vdc/2 1 1 1 1 0 0 0 0

Vdc/4 0 1 1 1 1 0 0 0

0 0 0 1 1 1 1 0 0

−Vdc/4 0 0 0 1 1 1 1 0

−Vdc/2 0 0 0 0 1 1 1 1

[

p̃
q̃

]

=
[

v̂α v̂β

−v̂β v̂α

] [

ĩα
ĩβ

]

. (19)

After adding the active power required for regulating the DC
bus voltage, pc and a part of active power necessary to feed
the load (pc + k ∗ p̂), to the alternative component of the
instantaneous real power p̃ (Fig. 8), to compensate power
factor, current harmonics, and make the interface between
renewable energy sources and the electric grid, injecting a
part of the energy necessary to the load and produced by
PEM fuel cell power source, the current references in the
α–β reference frame, i∗αβ , are calculated by:

i∗α = v̂α

v̂2α + v̂2β
( p̃ + pc + k ∗ p̂) − v̂β

v̂2α + v̂2β
q (20)

i∗β = v̂β

v̂2α + v̂2β
( p̃ + pc + k ∗ p̂) + v̂α

v̂2α + v̂2β
q. (21)

Then, the filter reference currents in the a−b−c coordinates
are defined by:

⎡

⎢

⎣

i∗f a
i∗f b
i∗f c

⎤

⎥

⎦ =
√

2

3

⎡

⎣

1 0
−1/2

√
3/2

−1/2 −√
3/2

⎤

⎦

[

i∗α
i∗β

]

. (22)

2.5 Inverter control using phase distortion PWM

This control implements a fuzzy logic controller which starts
from the difference between the injected current (active fil-
ter current) and the reference current (identified current) that
determines the reference voltage of the inverter (modulat-
ing wave). This standard reference voltage is compared with
four carrying triangular identical waves. These carrier waves
have the same frequency and are arranged on top of each
other, with no phase shift, so that they together span from
the maximum output voltage to the minimum output voltage
[22,23].

The switching states of one five-level phase leg are sum-
marized in Table 2:

Fig. 9 PWM block diagram of current control

2.6 Active power filter current control

The objective is to get sinusoidal source currents in phase
with the supply voltages. This consists of replacing the con-
ventional controllers by fuzzy logic controllers [24]. The
establishment of the fuzzy rules is based on the error (e) sign
variation, and knowing that (e) is increasing if its derivative
(de) is positive, constant i f (de) is equal to zero, decreasing
i f (de) is negative, positive if (iref > i f ), zero if (iref = i f ),
and negative if (iref < i f ). Then the fuzzy rules are summa-
rized as follows:

1. If (e) is zero (ZE), then the command is zero (ZE).
2. If (e) is positive (P), then the command is large positive

(LP).
3. If (e) is negative (N), then the command is large negative

(LN).
4. If (e) is zero (ZE) and (de) is positive (P), then the com-

mand is negative (N).
5. If (e) is zero (ZE) and (de) is negative (N), then the com-

mand is positive (P).

General block diagram of currents control is illustrated in
Fig. 9.

This system opts for Mamdani’s fuzzy inference method,
five rules, centroid defuzzification. The conversion of fuzzy
values is shown in Fig. 10a–c by the membership function.

2.7 DC capacitor voltages stabilization

In this section, a DC link voltages stabilization system is
introduced to balance the four DC input voltages and to
avoid NP potential drift and improve the performances of
the five-level active power filters. The structure of the bridge
balancing is shown in Fig. 11.

If the voltage Ucx gets higher then an impose reference
Uref , (200 V) the transistor Tx is opened to slow down the
charging of Cx . The transistors are controlled as follows:
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Fig. 10 aMembership function
for current error “e” . b
Membership function for “de”. c
Membership function for output
of the controller
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Fig. 11 Structure of the bridge balancing

UCx −UCref = �x with x = 1, 2, 3, 4.
If �x > 0, then Fx = 1 with ir x = Fx

UCx
Rx

;
else Fx = 0.

2.8 DC capacitor voltage control

In this application, the fuzzy control algorithm is imple-
mented to control the DC capacitor inverter voltage based
on DC voltage error e(t) processing and its variation �e(t)
to improve the dynamic performance of APF and reduce the
total harmonic source current distortion. In the design of a
fuzzy control system, the formulation of its rule set plays a

Table 3 Fuzzy control rule table

�e e

NL NM NS ZE PS PM PL

NL NL NL NL NL NM NS ZE

NM NL NL NL NM NS ZE PS

NS NL NL NM NS ZE PS PM

ZE NL NM NS ZE PS PM PL

PS NM NS ZE PS PM PL PL

PM NS ZE PS PM PL PL PL

PL NL NM NS ZE PS PM PL

key role in improving the system performance. The rule table
contains 49 rules as shown in Table 3, where (LP, MP, SP,
ZE, LN, MN, and SN) are linguistic codes (LP: large posi-
tive; MP: medium positive; SP: small positive; ZE: zero; LN:
large negative; MN: medium negative; SN: small negative).

The conversion of fuzzy values is shown in Fig. 12a–c by
the membership function.

3 Results and discussions

Using MATLAB/Simulink with sampling time T s = 5μs
and ode 45 solver type, the simulation study was carried out
for grid-interfaced PEM fuel cell system.

Based on the control schemes for each entity, we deduce
the overall scheme of the proposed control system. Figure 13
shows the proposed control system used in simulation.
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Fig. 12 a Membership
function for voltage error “e” . b
Membership function for
change in voltage error “�e”. c
Membership function for output
of the controller
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Fig. 13 Overall scheme of the proposed control system
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Table 4 Simulation parameters

Electric grid source

System frequency 60 Hz

System voltage 230
√
2Vmax

Impedance (Rs , Ls) 0.5 m�, 0.015mH

FC system model parameters

Activation current constant (B) 0.04777 (A−1)

Activation voltage constant (C) 0.0136 (V)

Conversion factor (CV) 2

Faraday’s constant (F) 96,484,600 (Ckmol−1)

Hydrogen time constant (tH2) 3.37 (s)

Hydrogen valve constant (KH2) 4.22 × 10−5 [kmol (s atm)−1]

Hydrogen–oxygen flow ratio (rH-O) 1.168

Kr constant = N0 /4F 1.7619 × 10−6 [kmol (s A)−1]

N0 load cell voltage (EO) 0.8 (V)

Number of cells (NO) 680

Oxygen time constant (tO2) 6.74 (s)

Oxygen valve constant (K O2) 2.11 × 10−5 [kmol (s atm)−1]

FC internal resistance (Rint) 0.2778 �

FC absolute temperature (T) 343 (K)

Universal gas constant (R) 8314.47 [J (kmol K)−1]

Utilization factor (U) 0.8

Water time constant (τH2O) 18.418 (s)

Water valve constant (KH2O) 7.716 × 10−6 [kmol (s atm)−1]

3-Leg shunt APF

DC-link voltage Vdc 800 V

DC capacitor C1,C2,C3,C4 90 mF

Switching frequency 5 kHz

AC side filter (R f , L f ) 5m�, 0.068mH

Load

Inductor Ld 2 mH

Resistor Rd 0.5�
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Fig. 14 Switching pulses of APF arms (T11, T15)
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Fig. 15 Supply voltage Vsa waveform
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Fig. 16 Supply current Isa waveform without filtering
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Fig. 17 Supply current Isa waveform with filter
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Fig. 18 Power factor correction Vsa , Isa
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Fig. 19 Active filter current I f a

Simulation is performed using system parameters pre-
sented in Table 4.

The resulting switching signals shown in Fig. 14 illustrate
a low frequency commutation process, showing, thus, the
advantages of the multilevel inverter.

Figure 15, illustrates that the supply voltage is not sinu-
soidal and includes a 5th harmonic component (THD =
11.1%). The total harmonic distortion (THD) of the load
current (supply current without filter) is equal to 23.61%
(Fig. 16), whereas, in Fig. 17, the THD of the supply cur-
rent under this condition is equal to 1.68% after filtering.
Noticeable differences can be found between the fundamen-
tal component of the load current (Fig. 16) and the supply
current (Fig. 17). It is justified by the successful contribution
of the PEM fuel cell to supply simultaneously the load with
the electric grid source through the five-level active power
filter.

The proposed harmonic isolation and fuzzy control
schemes allow harmonic currents and reactive power com-
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Fig. 20 APF output voltage Vab (line to line)
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Fig. 21 DC voltage of the condensers Vdc

pensation simultaneously under distorted voltage conditions.
The obtained current and voltage waveforms are in phase
as illustrated in Fig. 18. Five-level shunt active power fil-
ter performances are related to current references quality,
self-tuning filters (STF) theory is used for harmonic currents
identification and calculation, and the obtained current is
shown in Fig. 19. The line to line output voltage Vab is shown
in Fig. 20. The five-level active filter with the proposed har-
monic isolation and fuzzy control schemes has imposed a
sinusoidal source current wave form as illustrated in Fig. 18,
and a constant and ripple-free DC voltage in Fig. 21. Fig-
ure 22 shows the different voltages obtained by using the
stabilization bridge. We can see that the output voltages of
the DC side of the five-level active filter (Uc1,Uc2,Uc3 and
Uc4) stabilize around 200 V.

To evaluate the dynamic performance of the proposed sys-
tem, a load change is applied at 0.2 s.
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Fig. 22 DC voltages of the
five-level APF with clamping
bridge: a DC voltage Uc1, b DC
voltage Uc2, c DC voltage Uc3,
d DC voltage Uc4
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Fig. 23 Load active and reactive powers

The active and reactive power of the load increased,
respectively, by about 266 kW and 72 kVAR to 500 kW and
173 kVAR.

Before 0.2 s, it is clear that active and reactive load powers
are respectively around 266 kW and 72 kVAR (Fig. 23). In
this case (before 0.2 s), the power supplied by the electric
grid is of around 207 kW (Fig 24). Therefore, the injected
power to the load by the PEM fuel cell through the five-
level shunt APF is around 59 kW (Fig. 25). The active filter
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Fig. 24 Electric grid output active and reactive powers

also supplies the reactive power required by the load and
compensates current harmonics.

FromFigs. 26 and 27, it is obvious that the increase in load
power increases the FC current, which results in decreased
FC output voltage or vice versa.

Figure 28, demonstrates the effect of the DC link voltage
for the changes in load current. It is observed that the design
of a simple boost converter with hysteresis controller gives
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Fig. 26 PEM fuel cell current

better performance for changes in load without the use of any
storage device.

Figure 29 shows the results under changes in load: (a)
load current Ia1, (b) supply current Isa waveform and (c) DC
voltage Vdc .

4 Conclusion

This paper has discussed the use of a proton exchange mem-
brane PEM fuel cell power plant (FCPP) to improve the
filtering performance of conventional active power filter, as
well as simultaneously contribute with the electric grid to
supply the power to the load.
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Fig. 27 PEM fuel cell output voltage
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Fig. 28 DC link output voltage under changes in load

The five-level shunt active power filter is capable of com-
pensating the power factor and current harmonics, and can
also make the interface between renewable energy sources
(FCPP) and the electric grid, injecting the energy generated
by the PEM fuel cell to the load.

This paper has also discussed the control and performance
improvement of a shunt active power filter under distorted
voltage conditions, using a fuzzy logic controller for a five-
level shunt active power filter based on the optimization of the
reference current generation and using a modified version of
the p–q theory and PDPWM to generate switching signals.

Simulation results have shown high performances in
reducing harmonics and power factor correction.

The use of the self-tuning filter leads to satisfactory
improvements, since it perfectly extracts the harmonic cur-
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Fig. 29 Results under changes
in load: a load current Ia1, b
supply current Isa waveform, c
DC voltage Vdc
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rents under distorted conditions.With the fuzzy logic control,
the active filter can be adapted easily to more severe con-
straints, such as unbalanced conditions.

The five-level APF provides numerous advantages such
as improvement of supply current waveform, less harmonic
distortion, and possibilities to use it in high power applica-
tions.

As a final conclusion, the obtained results show that the
PEM fuel cell contributes successfully to supply simultane-
ously the load with the electric grid and produce a sinusoidal
supply current with low harmonic distortion and in phase
with the line voltage.
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This paper focuses on power quality improvement in the distribution network using three phase shunt active power filter, where 
this later is connected to photovoltaic system. In the present work, a new control method has been presented to eliminate 
harmonic currents that is caused by nonlinear loads, and to compensate reactive power. This control method has a good 
accuracy and high efficiency, it bases on direct control of power, rather than conventional one (p-q theory) that relies on current 
harmonic identification and current control loops. This work proposes to combine a photovoltaic generator with the Dc side of 
the inverter via boost converter, hence this solution allows to inject the maximum of active power produced by photovoltaic 
system into the grid in addition to power quality enhancement. The proposed system has been verified by using 
MATLAB/Simulink and power system. Simulation results demonstrate the effectiveness of the system, where the THD of the 
source current is reduced to 2.2 %. 
 

1. INTROUCTION 

There are many electrical devices that require high quality 
of power supply. On the other hand, the number of devices 
that contain circuits have nonlinear behavior, they cause power 
quality deterioration and they create, in the distribution 
networks, non-sinusoidal currents causing high harmonic 
currents. These result in multiple disagreements such as: 
increase of line losses, saturation of distribution transformers 
and interference to adjacent communication systems [1]. These 
effects can be worse in the case when the voltages or loads 
are unbalanced [2]. Conventionally, passive filters have been 
used to eliminate lower order harmonics of the line current, 
so they reduce the harmonic currents in the distribution 
network. However, the passive filters present many disadvantages, 
such as resonances, which are the principal causes of several 
nuisances, in addition to low performance of the filter. 

To overcome the shortcomings of passive power filters 
and to mitigate the power pollution in networks caused by 
the nonlinear loads, an active power filter (APF) was 
established in around 1970’s [3]. This work interests in 
enhancement of main currents and power factor correction, 
by using an active filter containing a three phase inverter. 
The source of power that feed the inverter in several researches 
[1–3] is not an independent voltage source, but a dc-link 
capacitor voltage, which is charged through the rectifier 
formed by the diodes connected in antiparallel across the 
transistors. It is called floating source, in which the dc-link 
capacitor of shunt active power filter (SAPF) charged and 
discharged from the grid. In order to maintain this later 
constant and to provide more electricity to the grid, this work 
proposes to feed the inverter by one of the cleanest power, 
which comes from solar energy. In this context, the full system 
ensure the power quality enhancement and active power 
injection at the same time, Many researches have been done 
on active power filter supplied by photovoltaic system; and 
a lot of them used “p–q theory” for harmonic currents 
detection and elimination, based on harmonic currents 

identification and instantaneous current control loops [4–7]. 
This proposed control system introduces new control 
technique that is different from the conventional ones; it is 
based on direct control of power (DPC), which was proposed 
by Noguchi et al. in 1998. [8] In this paper, the SAPF is 
supplied by external clean source that is represented by 
photovoltaic generator (PVG); the studied system allows 
injecting active power into the grid, compensating line power 
harmonic and reducing the cost of SAPF. The dc capacitor 
voltage is regulated and permitted to obtain the reference 
value of active power by using integral-proportional controller 
(PI) with an anti-windup. PI controller is calculated to give 
better performance in time response and system steadiness. 
The boost converter also controlled to maintain the output 
voltage of the panel constant and to make the panels provide 
their maximum power by using sliding mode control. The 
control of three phase inverter is based on hysteresis com-
parators with the help of switching table. This approach of 
control shows significant difference in the term of dynamics, 
robustness and stability compared to conventional methods. 

2. SHUNT ACTIVE POWER FILTER 

2.1. THE THEORETICAL PRINCIPLE OF DPC 

The idea of the DPC was proposed firstly by Ohnishi et al. 
[9]. He focused on using instantaneous active and reactive 
power as control variables instead of instantaneous three-
phase currents. DPC does not focus on current control loop 
or unit of PWM, because this method is based on selecting 
the appropriate voltage vector of the inverter from a switching 
table, relating to errors of active and reactive power, as well 
as the angular position of source voltage vector. Thus the 
choice of the optimum switching state is performed; so that, 
the error of active power can be limited in a hysteresis band 
width and the same for the error of reactive power. To improve 
the performance of DPC, the authors have proposed to 
divide the vector space into twelve sectors, so we can 
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determine the position of the voltage vector of the source 
according to this division. In most cases with this technique 
of control, the dc side voltage is regulated to provide the 
reference value of the active power. In the state of operation 
with unity power factor, the reactive power becomes zero. 
The control strategy of DPC applied to the SAPF is 
illustrated in (Fig. 1). 

 
Fig. 1 – General scheme of DPC for SAPF. 

2.2. CALCULATION OF INSTANTANEOUS POWERS 

To determine the instantaneous active and reactive power, 
we need to measure the voltage and the current of the source, 
then they can be calculated by Eq. (1, 2): 
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2.3. SECTOR SELECTION 

The influence of each output vector that is provided by 
SAPF on active and reactive power is very dependent on the 
real position of the voltage vector of the source. To increase 
the accuracy and also to avoid the problems encountered at 
the borders of each vector of control, the plane of the vector 
space is divided into 12  sectors of 30° for each one (Fig. 2), 
where the first sector is defined in Eq.(3): 
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The sectors can be obtained by numerical expression as Eq. (4): 
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where n = 1, 2, 3 …..12.   

 
Fig. 2 – Sectors on stationary coordinates. 

The angle is obtained using the inverse tangent function, 
which is based on the components of the voltage vector on 
stationary coordinates (α, β), indicated by Eq. (5): 
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where Vα and Vβ are the source voltage on (α, β) frame 
which are calculated according to Eq. (6):  
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Two-level inverter generates seven voltage vectors for 
eight different combinations; the calculation of each voltage 
vector is based on a combination of the respective switching 
state and the dc bus voltage. By employing (Table 1), the 
optimum control vector of the inverter, in each instant, can 
be chosen according to the combination of the digital signals 
Sp, and Sq and sector number. 

Table 1 

Switching table 

 

2.4. SELF TUNING FILTER (STF) 

Self tuning filter was proposed firstly by M. Abdusalam 
et al. in their work [10] to extract the direct component of 
source voltage during distorted conditions. Voltage signal, 
before and after filtering, can be expressed by Eqs. (7) and (8): 
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where Wc is the pulsation of STF.  
The block diagram of the STF tuned at the pulsation wc 

and the frequency response of the STF versus different 
values of the parameter k are given in [10]. It has been 
observed that no displacement is introduced by this filter at 
the system pulsation. It has been also noticed that small 
value of k increases filter selectivity [11]. Figure 3 represents 
the block diagram of the self-tuning filter. 

 

Fig. 3 – Representative scheme of STF. 
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3. PHOTOVOLTAIC SYSTEM 

3.1. MODELING OF SOLAR PV MODULE 

The association of a number of photovoltaic cells in series 
and in parallel provides a photovoltaic generator. The behavior 
of photovoltaic cell has been extensively studied for more 
than 25 years. Many articles on modeling modules exist in the 
literature. The model for a single diode is the most commonly 
used due to its good results. The equivalent model of a photo-
voltaic cell can be seen in Fig. 4 [12, 13]. 

The characteristic (I–V) for a PV Cell is described by the 
nonlinear equation (9) [14, 15]. 
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Fig. 4 – Single-diode model of PV cell. 

where:  
Ipv – the current generated by the incident light. 
I0 – the reverse saturation or leakage current of the diode. 
Vt = NskT/q – is the thermal voltage of the array with.  
Ns – number of cells connected in series. 
q – the electron charge (1.60217646 × 10-19 C). 
k – the Boltzmann constant   (1.3806503 × 10−23 J/K). 
T – the temperature of the p–n junction in Kelvin. 
α – the diode ideality constant. 
Rs – the equivalent series resistance.  
Rp – the equivalent parallel resistance. 
Each module used in the simulation provides 55 W at 

maximum power point MPP, in Standard Test Conditions 
mode. Table 1 shows the main information of this module. 

Table 1 

The main information of proposed PV module 

Parameters of the PV module SOLARA SM 220 S/M 55 

Maximum power Pmax 55W (+/- 10 %) 

Maximum power point voltage (Vmpp)  17.8 V 

Open circuit voltage (Uoc) 21.7 V 

Maximum power point current ( Impp) 3.1 A 

Short circuit current (Ioc) 3.2 A 

3.2. INCREASE AND CONTROL 
OF OUTPUT VOLTAGE OF PV SYSTEM  

To ensure the level of voltage needed to supply the dc-
side of SAPF, we proposed to put 4 PV modules connected 
in series, then raised the output voltage of PV system by using 
boost converter, this later is controlled by using sliding mode 
control as observed in Fig 5. 

 
Fig. 5 – Boost converter controlled by sliding mode. 

3.3. CONTROL OF DC BUS OF SAPF 
USING PI CONTROLLER WITH AN ANTI-WINDUP 

 To maintain the average voltage of dc side at a fixed value, 
to reduce fluctuation voltage of the dc link capacitor and to 
compensate the system loss, PI controller is used in dc link 
voltage control loop. It provides good performance and high 
efficiency in controlling the system. Voltage control loop 
diagram can be seen in Fig. 6. 

 
Fig. 6 – Dc bus voltage regulation. 

To make the mains current smooth at starting and dumping 
transient time, A. Chaoui et al. in [16] have introduced 
additionally to the proportional integral (PI) controller an 
anti-windup compensation, the bloc diagram of PI with 
anti-windup is shown in Fig. 7. 

 
Fig. 7 – PI controller with anti-windup diagram. 

4. SIMULATION RESULTS AND DISCUSSION 

The proposed PV module is simulated using Matlab/ 
Simulink, at standard test conditions, the simulated I–V and 
P–V characteristics are shown in Fig. 8.   

 

Fig. 8 – Simulated I–V and P–V characteristics of the panel. 
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Fig. 9 – Instantaneous source voltage, angle, sector  
and voltage position in stationary frame (α, β). 

The source current and its spectrum, before connecting the 
filter, are illustrated in Fig. 10, in addition to active and 
reactive power. It is noticed that the main current is highly 
distorted and its THD is equal to 23.15 %. 

 

Fig. 10 – Simulation results before filtering. 

To evaluate the performance of the proposed system, SAPF 
connected to PV system, the full system has been modelled 
and simulated under Matlab/Simulink and power system. 
Simulation results have been taken under different climatic 
conditions (variable illumination) as shown, in Fig. 11. 

On the other hand, a non-linear load is also changed by 
varying the value of resistance at the output of the rectifier 
bridge (load reduction). The simulation results are represented 
in Fig. 12. 

Figure 11 shows simulation results obtained under 
randomly changes in solar radiation, which are respectively 
0 W/m2, 600 W/m2, 1000 W/m2, 400 W/m2. Firstly, before 
t = 0.4 s, the generated current from  PV array remains equal to 
zero, because the PV array was disconnected from the system, 
where the source provides the necessary power to the load. 
Once PV system is connected at t = 0.4 s, it injects its 
maximum power into the grid and the source ensure the 
remain, although the source current presents variation in 
amplitude due to the  injected current from the PV system , 
whereas the form remains quasi-sinusoidal during the 
variations. 

 

 

 
Fig. 11 – Simulation results under varying illumination. 

It is observed also that the injected active power is directly 
influenced by solar radiation, because this later is important 
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to make the PV generator provide its maximum power, 
while the reactive energy continues to oscillate around zero 
to ensure the power factor correction. Regarding the dc bus 
voltage, it follows its reference and it stays constant all over 
the experiment with low overshoot at the moment of solar 
variation. 

 

 
Fig. 12– Simulation results under load variation. 

Injected current in the state of absence of PVG 
G = 0 W/m2 is different from that injected during the 
presence of PVG, because the first contains only harmonic 
and reactive current but the second contains harmonic, 
reactive and active current. 

The simulation results during change of the load from 25 Ω 
to 20 Ω at t = 0.8 s are shown in (Fig. 12), it is noticeable 
that the source current presents significant variation in 
amplitude (from 2 A to 2.5 A), although the form remains 
quasi-sinusoidal, where the injected current also increases. 
It is observed also that the active power undergoes an 
increase after this variation, which proves that the power 
consumed by the load is increased, while the reactive power 
continues to oscillate around zero. Concerning the dc bus 
voltage, the variation of the load at t = 0.8 s causes a low 
overshoot of dc bus voltage, in that moment the capacitor 
voltage decreases from the reference value to deliver the 
needed energy, after that it will follow its reference value. 

The source current waveform, after connecting the 
proposed system, has been analyzed to obtain its THD, It 
can be deduced that the proposed contains less harmonics in 
source current as presented in Fig. 13 with a THD equal to 
2.2 % after compensation. 

 

Fig. 13– Source current and its spectrum after filtering. 

Simulation results in steady state and in various transient 
states: under load variation and during variable illumination, 
thanks to this strategy of control, DPC for grid connected 
PV system, the system presents very interesting dynamic 
performance in terms of time response and static state with 
very acceptable harmonic current distortion (confirms IEEE 
standars – 519). 

4. CONCLUSION 

Several traditional solutions for compensation and 
depollution method have been presented in literature, SAPF 
considered the best one for harmonics elimination and 
reactive power compensation. 

The simulation results that have been obtained in various 
cases demonstrate the effectiveness and robustness of the 
proposed system. We have seen a good signal quality in 
terms of the total harmonic distortion of main current, THD 
equal to 2.2 %. That technique of DPC, in addition to its 
simplicity, better management and control of instantaneous 
active and reactive power have been achieved.  

Finally, the study of the photovoltaic compensation system, 
which is discussed in this paper, allows obtaining very good 
performance in injection of active power produced by 
photovoltaic system to the distribution networks and 
simultaneously compensating harmonics and reactive power. 

Received on November 27, 2016 
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Abstract
This paper presents a robust control scheme for shunt active power filter based on predictive direct power control with space
vector modulation. The proposed control strategy solves the problem of variable switching frequency of predictive control
strategy, and it offers simple and robust hardware implementation. It uses a discrete model of the system based on time
domain to generate the average voltage vector, at each sampling period, with the aim of canceling the errors between the
estimated active and reactive power values and their references. Concerning the DC-side voltage of the inverter, anti-windup
PI controller is tuned offline using particle swarm optimization algorithm to deliver an optimal performance in DC bus
voltage regulation. The overall system has been designed, simulated and validated experimentally; the obtained results in
different phases demonstrate the higher performance and the better efficiency of the proposed system in terms of power quality
enhancement.

Keywords Shunt active power filter · Harmonic · Predictive · Direct power control · Compensation · Particle swarm
optimization

1 Introduction

The widespread use of nonlinear loads in manufacturing
activities as well as for domestic reason has caused an unde-
sirable impact on the quality of electric power systems [1].
These nonlinear loads draw non-sinusoidal currents from
utility grid that causes harmonic currents. These harmonics

B Abdelbasset Krama
krama.ab@gmail.com

1 LEVRES Laboratory, Electrical Engineering Department,
El-Oued University, 39000 El-Oued, Algeria

2 LAADI Laboratory, Electrical Engineering Department,
Djelfa University, 17000 Djelfa, Algeria

3 LMSE Laboratory, Electrical Engineering Department, Biskra
University, 07000 Biskra, Algeria

4 Département de l’Electronique et des Communications,
Faculté des Nouvelles Technologies d’Information et
Communication, Université Kasdi Merbah, 30000 Ouargla,
Algeria

5 IREENA-CRTT Laboratory, Ecole Polytech Nantes,
University of Nantes, 44600 Saint Nazaire, France

introduce many problems such as increasing of line losses,
saturation of distribution transformers and poor power factor
[2,3]. However, the demand of good power quality is increas-
ing due to the growth of using sensitive devices that require
smooth sinusoidal waveforms. As a result, power quality
enhancement has become the necessity of the day and it has
attracted the interest of many researches. Traditionally, pas-
sive filters have been used to suppress current harmonics and
to mitigate the power pollution in grid for a long time [1].
However, this kind of filters offers numerous shortcomings
such as huge size [4], heavy, and sensitivity to parameters
variation which lead to resonance problems [5]. The above-
mentioned problems have been effectually relieved by using
an active filter which was recognized nearly in 1970s [6].
Shunt active power filter (SAPF) is a flexible solution for
harmonic currents mitigation as well as power factor correc-
tion. Moreover, it has a perfect ability to adapt with different
types of loads [5]. The combination of SAPF is based on volt-
age/current source inverter that is connected in parallel with
nonlinear loads. The inverter generates the needed harmonic
components to suppress harmonic currents drawn by nonlin-
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ear loads; therefore, it makes the main current sinusoidal and
in phase with supply voltage [1–7].

The performance of the SAPF dependsmainly on the used
control method [8]. Therefore, the control strategy of SAPF
is an effective research field and various control strategies
have been proposed in the literature [1,9]. The control strate-
gies can be classified in two categories: direct and indirect
methods. Direct methods are extensively reported in the liter-
ature [10–14]. These methods are based on direct harmonic
currents identification stage, so it determines harmonic com-
ponents to be cancelled by using current sensors at the load
side. The most common extraction methods are instanta-
neous active and reactive power theory (p–q theory) [10–12],
synchronous reference frame (SRF) [13,14]. However, the
application of such algorithm needs powerful computation
process, which results in a relatively slow response time
due to the harmonic extraction stage. In addition, the imple-
mentation of these direct methods requires additional current
sensors at two different sides (to sense the load and filter cur-
rents). These two drawbacks make this kind of control more
expensive, and it complicates the implementation and loses
the precision. In the last few years, indirect control methods
for SAPF have attracted the attention of many researchers,
and a number of control strategies have been developed such
as direct power control (DPC) [15,16] that focuses on prede-
fined switching table to select the appropriate control vector
to be applied at the output of the inverter in each sampling
period, a predictive direct power control (P-DPC) [17,18]
based on cost function minimization and predictive current
control [19,20] that uses the currents as a control variables
instead of powers as in P-DPC. These three strategies require
current sensors only at themain source, they are not interested
in load or filter current because it is not based on harmonic
currents identification in harmonic elimination stage, but
it imposes the grid to provide only the fundamental com-
ponent (sinusoidal waveform) to the load and the remains
(harmonics) are ensured by the inverter. However, these con-
trol strategies are more effective than the direct methods but
still present non-desired properties such as accuracy of com-
pensation and variable switching frequencywhich reduce the
reliability of power system. To solve this problem, the current
research proposes robust control scheme for SAPF based on
predictive-DPCwith space vector modulation (SVM) [5,21].
The proposed control method offers a perfect ability in har-
monic currents mitigation and power factor correction, and
it delivers a fixed switching frequency [2,21,22].

Commonly, the control of the DC-side voltage of SAPF
is performed using conventional PI controller. However, the
optimal parameters of this controller are difficult to obtain
by using computing approaches due to nonlinearity and
complexity of the system. Therefore, several optimization
algorithms have been published in the literature with the
aim of solving different application problems such as genetic

algorithms [23], ant colony optimization [24], artificial bee
colony [25] and particle swarm optimization (PSO) [26].
Recently, PSO became one of the most useful and most pop-
ular algorithms to solve various optimization problems in
various fields [27–29]. One of key points behind the PSO is
its simplicity and flexibility [30]. However, it is a powerful
algorithm [29]. PSO is based on paradigm of swarm intelli-
gence, and it is inspired by social behavior of animals like
fish and birds. This level of intelligence is unreachable for
any member of the swarm, but with cooperation among these
members [31].

In this paper, the parameters of anti-windup PI controller
for DC bus voltage have been tuned through particle swarm
optimization algorithm considering three different objective
functions: Integral Absolute Error (IAE), Integral Square
Error (ISE), and Integral Time Absolute Error (ITAE) [32].
The efficiency and performance of the studied system have
been examined under simulation using simpower system of
Matlab/Simulink environment and investigated in real-time
using dSpace board (1104). Simulation and experimental
results demonstrate the superiority of the proposed system in
steady state performance as compared to some recently pub-
lished works, whereas the dynamic state is improved after
using anti-windup PI optimized by PSO algorithm.

The rest of the paper is planned into five sections as fol-
lows: Sect. 2 presents a general configuration of three-phase
three-wire SAPF, Sect. 3 explains the basic principle of the
proposed control system based on P-DPC-SVM approach
and provides its mathematical model. After that, Sect. 4
presents DC bus voltage control based on anti-windup PI
controller-based PSO algorithm. Then, in Sect. 5 the simula-
tion and the experimental results are given with analysis and
discussion. Lastly, the conclusion is given in Sect. 6.

2 Basic Configuration of SAPF

Generally, the configuration of SAPF relies on four main
parts as depicted in Fig. 1: control algorithm, power supply,
nonlinear load and voltage source inverter (VSI). The latter
takes the role of SAPF, and it aims tomitigate the current har-
monic distortion and to delete the phase shift that are caused
by nonlinear load. In the present work, the three-phase net-
work is connected to nonlinear load via three inductors. The
nonlinear load is constructed from three-phase diode rectifier
with resistive load, which is the most common source of har-
monic currents. Two-level VSI based on six IGBT switches
with a capacitor for energy storage is connected at the point of
common coupling (PCC) through inductors (L f ). VSI acts as
a controlled source current. It generates the non-fundamental
currents that are equal to those consumed by the nonlinear
load but in opposite phase to make the grid side free from
harmonic currents.
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ABSTRACT 
A direct control of Doubly Fed Induction Generator (DFIG) 

driven by wind turbine fed by a Space Vector Modulation (SVM) 

with a variable structure control based on a Sliding Mode 

Controller (SMC) is presented in this paper. Our aim is to make 

the stator active and reactive power control track their reference 

variations. The use of the nonlinear sliding mode control gives 

very good active and reactive power performance when it applies 

to the DFIG. To improve the quality of energy injected into the 

electrical grid, we propose the SVM technique which allows the 

minimizing of stator current harmonics and wide linear 

modulation range. In addition, we present the implantation, step 

by step, of the SVM inverter under Matlab/Simulink software. 

Numerical simulation results and discussion are presented to 

validate the proposed control strategy. The results show that the 

SMC with SVM technique give a good quality of energy where 

the THD of the stator current of DFIG has small value 

(THD=4.38% <5% according IEEE Std 519-1992). 

Keywords  

Wind Turbine, Doubly Fed Induction Generator, Sliding Mode 

Control, Stator Active Power, Stator Reactive Power, Space 

Vector Modulation, Matlab/Simulink. 

1. INTRODUCTION 

The use of the wind energy conversion systems (WECS) has 

been significantly expanding over the last few decades. This is 

due to the fact that this energy source of production of electricity 

is emission free [1], [2]. 

One of the generation systems commercially available in the 

wind energy market currently is the doubly fed induction 

generator (DFIG) with its stator winding directly connected to the 

grid and with its rotor winding connected to the grid through a 

variable frequency converter. 

Vector control technology is used to control the generator, and 

the rotor of DFIG is connected to an AC excitation of which the 

frequency, phase, and magnitude can be adjusted. Therefore, 

constant operating frequency can be achieved at variable wind 

speeds [3]. 

This paper adopts the vector transformation control method of 

stator-oriented magnetic field to realize the decoupling control of 

the stator active and reactive power using sliding mode control 

(SMC). 

Sliding mode theory, stemmed from the variable structure control 

family, has been used for the induction motor drive for a long 

time. It has for long been known for its capabilities in accounting 

for modeling imprecision and bounded disturbances. It achieves 

robust control by adding a discontinuous control signal across the 

sliding surface, satisfying the sliding condition [4]. 

The power quality problems, such as large values of harmonics, 

poor power factor and high total harmonic distortion, are usually 

associated with operation of three-phase AC/DC converters. 

Negative effects of harmonics, such as failures in computer 

operation and data transmission, high noise levels in telephone 

communications, malfunction of sensitive electronic equipment, 

resonance conditions in power supply network, aging of 

insulation and additional losses in electrical machines, capacitive 

bank failures and so on, are well known. To diminish these 

effects, many countries have issued harmonics limitation 

standards or recommendations [5]. 

Traditionally the sinusoidal pulse-width modulation (SPWM) 

technique is widely used in variable speed drive of induction 

machine, especially for scalar control where the stator voltage 

and frequency can be controlled with minimum online 

computational requirement. In addition, this technique is easy to 

implement. However, this algorithm has the following 

drawbacks. This technique gives more total harmonic distortion 

(THD), this algorithm does not smooth the progress of future 

development of vector control implementation of ac drive. These 

drawbacks lead to development of a sophisticated PWM 

algorithm which is Space Vector Modulation (SVM). This 

algorithm minimizes the THD as well as loss due to minimize 

number of commutations in the inverter [6]. 

This paper presents a numerical simulation study of direct sliding 

mode control of active and reactive of DFIG fed by SVM inverter 

for improving the quality of the energy injected into the grid.   

The paper is organized as follows. Section II depicts a detailed 

model of wind turbine and DFIG. Section III presents the field 

oriented control of DFIG. Section IV gives an overview of sliding 

mode control and its application on DFIG. Simulation results for 

4kW DFIG generation system are presented in section V. At last, 

conclusions are revealed in section VI. 

2. TURBINE MODEL  

Normally a wind turbine creates mechanical torque on a rotating 

shaft, while an electrical generator on the same rotating shaft is 

controlled to produce an opposing electromagnetic torque. The 

power equation for the wind turbine is as follows [7], [8]: 
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Where   is the air density; wS  is the wind turbine blades 

swept the area in the wind;   is the wind speed. 

The output mechanical power of a wind turbine is: 
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Where pC  represents the power coefficient.   

pC  can be described as [9]: 
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It is a function of the tip speed ratio   and the blade pitch angle 

  in a pitch-controlled wind turbine.   is defined as the ratio 

of the tip speed of the turbine blades to wind speed: 

. tR





                        (4) 

Where R  is blade radius, t  is the angular speed of the 

turbine.  

The figure 1 shows the relation between pC ,  and  . The 

maximum value of pC ( _ max 0.5pC  ) is achieved for 

2   degree and 9.2opt  . 
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Figure 1. Aerodynamic power coefficient variation 

pC against tip speed ratio  and pitch angle   . 

 

3. DFIG MODEL 

The general electrical state model of the induction machine 

obtained using Park transformation is given by the following 

equations [10], [11]: 

Stator and rotor voltages: 
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Stator and rotor fluxes: 
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The electromagnetic torque is given as: 

  ( )e
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and its associated motion equation is: 
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The state variable vector is then: 
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The state model can then be written as: 
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Where:  

A must be an n-by-n matrix, where n is the number of states. 

B  must be an n-by-m matrix, where m is the number of inputs. 

With: 

. T

sd sq rd rq

d d d d
X = i i i i

dt dt dt dt

 
 
 

 

T

sd sq rd rq=U V V V V     

1 3 5

1 5 3

4 6 2

6 4 2

s

s

s

s

a a a a

a a a a

A a a a

a a a

  

  


 




 



  
 
    
 

     
 
 

  
 

,  

1 3

1 3

3 2

3 2

b 0 b 0

0 b 0 b
B

b 0 b 0

0 b 0 b

 
 

 
 
 
  

 

Where: 
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R M
a

L L
 ,  
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5

s

M
a

L
 ,  

6

r

M
a

L
 , 

1

1

s

b
L

 ,
2

1

r

b
L

 , 
3

s r

M
b

L L
 , 

2

1
s r

M

L L
    

4. DFIG FIELD ORIENTED CONTROL  

In this section, the DFIM (Doubly Fed Induction Machine) model 

can be described by the following state equations in the 

synchronous reference frame whose axis d is aligned with the 

stator flux vector, ( sd s  and 0sq   ). 

The control of the DFIG must allow a control independent of the 

active and reactive power by the rotor voltages generated by a 

SVM inverter. 

By neglecting resistances of the stator phases the stator voltage 

will be expressed by: 

0
ds

V   and 
sqs s s

V V             (10) 

We lead to an uncoupled power control; where, the transversal 

component rqi of the rotor current controls the active power. The 

reactive power is imposed by the direct component rdi . 

s s rq

s

M
P V i

L
                        (11) 

2

s
s s rd

s s s

MVQ V i
L L

       (12) 

The arrangement of the equations gives the expressions of the 

voltages according to the rotor currents: 

. rd

srd r rd r r rq

rq

s srq r rq r r rd
s

di
V R i L gω L i

dt

di M
V R i L g V gω L i

dt L

 

 


  



    



 

(13) 

With: 

r
r

r

L
T

R
  ; 

s
s

s

L
T

R
  ;

2

1
.s r

M

L L
    

We can notice in the equations of  rdV , (control variable of sQ ) 

and rqV  (control variable of sP ) that these two control variables 

are coupled. The decoupling is obtained by compensation in order 

to sure the control of sP  and sQ , independently. Then, the rotor 

circuit can be represented in dq frames by the transfer function 

presented in equation (13). 

The inverter connected to the rotor of the DFIG must provide the 

necessary complement frequency in order to maintain constant the 

stator frequency despite the variation of the mechanical speed. 

The system studied in the present paper is constituted of a DFIG 

directly connected through the stator windings to the grid, and 

supplied through the rotor by a static frequency converter as 

presented in     figure 2. 

 

 
 

Figure 2. Configuration of a Doubly Fed Induction 

Generator (DFIG) 

 

5. SLIDING MODE CONTROL 

A Sliding Mode Controller (SMC) is a Variable Structure 

Controller (VSC). Basically, a VSC includes several different 

continuous functions that can map plant state to a control surface, 

whereas switching among different functions is determined by 

plant state represented by a switching function [12].  

The design of the control system will be demonstrated for a 

following nonlinear system [12]:  

.
( , ) ( , ). ( , )x f x t B x t u x t     (14) 

Where 
nx   is the state vector, 

mu   is the control 

vector, ( , ) nf x t  , ( , ) n mB x t  . 

From the system (14), it possible to define a set S  of the state 

trajectories x such as:  

 0),(,)(  txtxS s         (15) 

Where:  

 Tsmsss txtxtxtx ),(...,),,(),,(),( 21      (16) 

and  .
T

denotes the transposed vector, S and s are called the 

sliding surface.  

To bring the state variable to the sliding surfaces, the following 

two conditions have to be satisfied:  

0),( txs , 0),(
.

txs   (17) 

The control law satisfies the precedent conditions is presented in 

the following form:  

)),(sgn(. txku

uuu

sf

n

neq




     (18) 

Where u  is the control vector, 
equ  is the equivalent control 

vector, 
nu is the switching part of the control (the correction 

factor), fk  is the controller gain. 
equ can be obtained by 

considering the condition for the sliding regimen, 0),( txs . 

The equivalent control keeps the state variable on sliding surface, 

once they reach it.  

The sgn function is defined by [13]:  

Grid  
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1, 0

( ) 0, 0

1, 0

if

sgn if

if



 






 
 

     (19) 

The controller described by the equation (18) presents high 

robustness, insensitive to parameter fluctuations and disturbances, 

but it will have high-frequency switching (chattering phenomena) 

near the sliding surface due to sgn function involved. These 

drastic changes of input can be avoided by introducing a boundary 

layer with width  . Thus replacing ( ( ))sgn t  by 

s ( ( ) / )at t   (saturation function), in (18), we have: 

)),((. txsatkuu sf

eq                (20) 

Where  

( ),
s ( )

,

sgn if
at

if

  


  

 
 



     (21) 

Consider a Lyapunov function [14]: 

2

2

1
sV       (22) 

From Lyapunov theorem we know that if   

.
V  is negative 

definite, the system trajectory will be driven and attracted toward 

the sliding surface and remain sliding on it until the origin is 

reached asymptotically [7]: 

ssss
dt

d
V  

.
2

.

2

1
   (23) 

Where,    is a strictly positive constant.  

In this paper, we use the sliding surface proposed par J.J. Slotine, 

e
dt

d
tx

n

s

1

),(











     (24) 

Where:  

1
.

, ,...,

T

nx x x x  
   

 is       the      state      vector, 

.
, ,...,

T

d d d

dx x x x
 

  
 

 is the desired state vector,  

1
.

, ,..., n

de x x e e e  
     

is the error  vector, and    is 

a  positive coefficient, and  is the system order. 

Commonly, in DFIG control using sliding mode theory, the 

surfaces are chosen as functions of the error between the 

references input signals and the measured signals. 

5.1. Active Power Control by SMC 

The active power error is defined by: 
*

s se P P                          (25) 

For 1n  , the active power control equation can be obtained 

from equation (24) as follow: 

ssss PPeP  *)(                     (26) 

 ssss PPP
.*..

)(                             (27) 

Substituting the expression of 

.

sP  equation (11) in equation (27), 

we obtain:  









 rq

s

ssss i
L

M
VPP

.*..

)(         (28) 

We draw the expression of the current  

.

rqi  from the voltage 

equation  
rq

V (Eq. 13): 

 rqrrq

rs

ssss iRV
LL

M
VPP 




.
)(

*..

   (29)              

We take:  
eq n

rq rq rqV V V           (30) 

During the sliding mode and in permanent regime, we have:  

0,0)(,0)(
.

 n

rqssss VPP   

Where the equivalent control is: 

*
. .eq s r

rq r rq s

s

L L
V R i P

V M


        (31) 

Therefore, the correction factor is given by:  

))(( ssVrq

n

rq PsatkV             (32) 

Vrqk : positive constant. 

5.2. Reactive power control by SMC 

The reactive power error is defined by: 

*

s se Q Q                             (33) 

For 1n  , the reactive power control equation can be obtained 

from equation (24) as follow: 

ssss QQeQ  *)(            (34) 

ssss QQQ
.*..

)(       (35) 

Substituting the expression of 

.

sQ  equation (12) in equation (35), 

we obtain:  











 rd

s

s

ss

s
sss i

L

M
V

L

V
QQ

.2*..

)(


       (36) 

We draw the expression of the current  

.

rdi  from the voltage 

equation  
rd

V (Eq. 13): 

)()(
*..

rdrrd

rs

ssss iRV
LL

M
VQQ 


        (37)              

We take:  

eq n

rd rd rdV V V         (38) 
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During the sliding mode and in permanent regime, we have:  

0,0)(,0)(
.

 n

rdssss VQQ   

Where the equivalent control is: 

*
. .eq s r

rd r rd s

s

L L
V R i Q

V M


     (39) 

Therefore, the correction factor is given by:  

))(( ssVrd

n

rd QsatkV                 (40) 

Vrdk : positive constant. 

6. SPACE VECTOR MODULATION 

(SVM) : 

The SVM is identified as an alternative method of determination 

of switching pulse width and their position. The major advantage 

of SVM is a degree of freedom of space vector placement in a 

switching cycle; this technique improves the harmonic 

performance. 

6.1 Realization Steps of the SVM: 

Step 1: Determination of reference voltages of  V , V  , 

Step 2 : Determination of sectors,  

Step 3 : Calculate of variables X, Y et Z, 

Step 4 : Calculate of t1 and t2 for each sector, 

Step 5 : Generation of modulate signals taon, tbon et tcon , 

Step 6 : Generation of series of impulsions Ta, Tb et Tc . 

6.2 Blocs of the SVM under Matlab/Simulink: 

The simulation of this technique is done through the model 

represented in the figure 3: 

 

Figure 3. Blocs of the SVM under Matlab/Simulink software 

6.2.1 Determination of V , V   : 

This bloc is used to project the three phase voltages in the 

( ,  ) reference by using Clarke transformation, as shown in 

the figure 4. 

 

Figure 4 Clarke transformation bloc 

6.2.2 Determination of Sectors: 

In this section, the sector is determined by a simple method based 

on the voltages V , V  : 

The determination is cited  in the table 1, where A2 is the sign of 

V  and A1 is the sign of V  .  

Where : 

If  V is a negative than A2=0,  else A2= 1.  

If  V   is a negative than A1=0,  else A1= 1.  

 A0 = 1, if the absolute value of the ratio (V   / V ) is bigger 

than or equal to (tan 60 ° = 1.732) otherwise A0 = 0.  

This method is used by Panigrahi [15] for the determination of 

the sector for the Direct Torque Control (DTC). 

Table 1. Determination of sectors 

A2 A1 A0 Sector 

0 0 0 5 

0 0 1 4 

0 1 0 6 

0 1 1 1 

1 0 0 3 

1 0 1 4 

1 1 0 2 

1 1 1 1 

 

The sector determination bloc under Matlab/Simulink is 

presented in the figure 5. 

 

Figure 5. Sector determination bloc 

6.2.3 Calculate of Variable X, Y and Z: 

The three variables X, Y and Z are given by the following 
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equations: 

3

dc

T
X V

V                    (41) 

3 3

2 2
dc dc

T T
Y V V

V V
             (42) 

3 3

2 2
dc dc

T T
Z V V

V V
                (43) 

The variables X, Y and Z are calculated by the bloc of the figure 

6. 

 

Figure 6. Bloc of calculate of X, Y and Z 

 

6.2.4 Calculate of t1 et t2 : 

The time t1 and t2, for each sector according the values of X, Y 

and Z, are calculated as presented in the table 2. 

 

Tableau 2. Time t1 and t2 according X, Y and Z 

Sector 1 2 3 4 5 6 

t1 Z Y -Z -X X -Y 

t2 Y -X  X Z -Y -Z 

6.2.5 Determination of taon, tbon and tcon : 

This bloc generates the modulating signals according to the 

following formulas: 

      (44) 

 

The figure 7 presents the model, under Matlab/Simulink, of each 

of the six sectors (here, the sector 1). 

 

Figure 7. Determination bloc of taon, tbon and tcon 

6.2.6 Determination of Ta, Tb et Tc : 

This bloc generates the series of impulses which will then be 

used to produce the control signals of the inverter, following the 

comparison of a triangular modulating signal with the high 

frequency carrier. Its model bloc in Matlab/Simulink is presented 

in the figure 8. 

 

Figure 8. Determination bloc of Ta, Tb et Tc 

 

Figure 9. The SubSystem “out_1” 

The txon signals are arranged in the table 3. 

Table 3. The assignment of signals Ta, Tb and Tc 

         

Sector 

Phase 

1 2 3 4 5 6 

Ta tbon taon taon tcon tbon tcon 

Tb  taon tcon tbon tbon tcon taon 

Tc tcon tbon tcon taon taon tbon 

 

7. Simulation Results: 

The DFIG used in this work is a 4 kW, whose nominal 

parameters are indicated in appendix A. 

The control scheme of DFIG using the sliding mode controllers 

has been presented in figure 10, the blocs (SMC) represent the 

proposed sliding mode controllers of stator active and reactive 
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power. The bloc ‘DFIG + SVM Inverter’ represents the doubly 

fed induction generator and the space vector modulation inverter. 

 

 
 

Figure 10. Direct SMC of the DFIG 

 

The figure 11 presents the implantation of the proposed control 

under Matlab/Simulink.   

  

 

Figure 11. Direct SMC of the DFIG under Matlab/Simulink 
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Figure 12. The subsystem “Direct SMC” 

To verify the feasibility of the proposed control scheme, computer 

simulations were performed using Matlab/Simulink software. 

The bloc diagram was realized and executed on an Intel(R) 

Core(TM) i3 PC having 2.20 GHz CPU, 4Go RAM. 

For verified the robustness of the proposed control, we have 

proposed a random variable wind speed as shown in figure 13.  

Figure 14 shows the turbine rotor speed. Figure 15 presents the 

power coefficient variation pC , it is kept around its maximum 

value 0.5pC  .  

The figure 16.a presents the stator active power and its reference 

profile injected into the grid. The stator reactive power and its 

reference profile are presented in figure 16.b. After these figures 

a very good decoupling obtained between the stator active and 

reactive power. It is clear that the actual stator active power 

follows its desired values using the proposed control with the 

presence of the oscillations produced by the chattering 

phenomena of the SMC, where the reactive power is maintained 

to zero to guarantee a unity power factor ( 1)cos(  ) at the 

stator side. 

Figure 17 shows the DFIG stator current changes versus time and 

its zoom, it shows good sinusoidal currents, where the amplitude 

of this current increases when the wind speed increases.  

Figure 18 shows the harmonic spectrum of the output phase stator 

current which obtained by using Fast Fourier Transform (FFT) 

technique.  It can be clearly observed that the stator current has a 

low Total Harmonic Distortion (THD) where its value is 4.38%, 

as indicated in the figure 18. Where this value is acceptable 

according to “IEEE Std 519-1992” which recommended by 

“require AC sources that have no more than 5% Total Harmonic 

Distortion” [16]. 
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Figure 13. The proposed wind speed 
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Figure 14. Rotor speed 
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Figure 15. Power coefficient Cp variation 
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(b) 

Figure 16. (a) Stator active and (b) reactive power  
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(b) 

Figure 17. (a) Stator currents with (b) a zoom 
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Figure 18. Spectrum of the stator current harmonics 

 

8. CONCLUSION: 
The numerical simulation of direct sliding mode control (SMC) 

for active and reactive power based on a DFIG driven by wind 

turbine using the space vector modulation (SVM) inverter has 

been studied and designed with Matlab/Simulink software. The 

SMC has been used for reference tracking of stator active and 

reactive power exchanged between the DFIG stator and the 

electrical grid by the control of the rotor inverter where the 

simulation results confirm a good dynamic performance and 

robustness of the proposed control.  

In addition, we have used the SVM technique for the inverter 

control to improve the quality of energy injected into the 

electrical grid, which this technique allows the minimizing of 

stator current harmonics and wide linear modulation range where 

the THD of the stator current has the value 4.38% (<5% 

according IEEE Std 519-1992). 

APPENDIXES 

Appendix A. System parameters 

DFIG data: 

Rated values:  

4 kW, 220/380 V, 50Hz, 15/8.6 A  

Rated parameters:  

s
R  = 1.2 Ω 

r
R = 1.8 Ω  

s
L = 0.1554 H 

r
L = 0. 1568 H 

M = 0.15 H 

P  = 2  

Mechanical constants: 

J  = 0.2 Kg.m2  

f  = 0.001 N.m.s/rad 

Wind turbine data: 

 R  = 3 m, G  = 5.4, Number of blades =3 

Air density value: 

3
1.22 /Kg m   
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Appendix B. Nomenclature 

 
Turbine  

mec
  mechanical speed of the DFIG 

t
  turbine speed 

mP  reference mechanical power 

p
C  power coefficient 

_ maxp
C  maximum power coefficient 

v  wind speed 

  tip speed ratio 

opt  optimum tip speed ratio 

  pitch angle 

R  blade length 

 gear box 

DFIG 

sP , sQ  active and reactive stator power 

rP , rQ  active and reactive rotor power 

sd
V , 

sq
V ,  

rd
V , 

rq
V  stator and rotor d-q frame voltages 

sd
 ,

sq
 ,

rd
 , 

rq
  stator and rotor d-q frame fluxes 

sd
i , 

sq
i , 

rd
i , 

rq
i  stator and rotor d-q frame currents 

s
R ,  

r
R  stator and rotor resistances 

s
L ,  

r
L  stator and rotor inductances 

M  mutual inductance 

  leakage factor 

s
T ,  

r
T  statoric and rotoric time-constant 

  DFIG speed 

e
C  electromagnetic torque 

r
C  load torque 

J  moment of inertia 

f  friction coefficient 

P  number of pole pairs 

s  ,   stator and rotor angular speed 

g  slip coefficient 

Sliding mode control 

S , ( , )
s

x t  sliding surface 

sgn  sign function 

 saturation function 

x  state vector 

d
x  desired state vector 

 .
T

 transposed vector 

 control vector 

eq
u  equivalent control vector 

n
u  switching part of the control 

fk  controller gain 

e  error vector 
  positive coefficient 

n  system order 
  positive constant 

Subscripts 

d, q  synchronous d-q axis 

s, r  stator, rotor 

Superscripts 

“ * ” reference value 

“ . ” derivative value 

Acronyms 

DFIM             Doubly Fed Induction Machine 

DFIG Doubly Fed Induction Generator 

WECS Wind Energy Conversion System 

MPPT Maximum Power Point Tracking 

PWM Pulse Width Modulation 

SVM Space Vector Modulation 

SMC Sliding Mode Control 

THD Total Harmonic Distortion 
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Abstract: The railways are the most important and 
modern means of transportation are used to transport a 
large number of people, and also used in the industrial 
field to transport heavy weight and raw materials for very 
long distances. Direct current (DC) electrified railway 
systems show many power quality problems such as 
harmonic, reactive power, unbalanced and low power 
factor. Our study concentrated on the propagation of 
currents harmonics in the electric network and their 
filtering solutions. In this article we made a model in 
Matlab/Simulink of a real DC traction substation which is 
located in the mineral line Tebessa - Annaba (in east of 
Algeria), this line transport raw materials such as iron 
and phosphate. We present in this work to mitigate 
harmonic currents the passive filtering, using filters 
(tuned at frequencies 11 and 13) at two different locations 
before and after the transformer which freedies the DC 
traction substation. The results of simulations with the 
proposed solution give the best results with minimum 
values of total harmonic distortion (THD) in both cases.  
 
Keywords –Electrification, DC Traction Substation, 
Filtering Harmonics, Power Quality, Passive filter, 
Railway System.   
 

1. Introduction 
Electricity has become the primary source of 

traction power in modern railways .While the diesel 
or coal driven trains are still heavily used in some 
countries , they are often limited to long distance 
commutation and/or freight transportation [1]. 

The electric traction system is the most efficient 
traction system. It offers several benefits over other 
systems, including quick start and stop, very 
efficient, pollution free, easy to handle and easy 
speed control [2]. The DC electric traction system 
plays again an important role for domain of 

transportation because of high efficiency, heavy 
ridership and fast transportation of series DC motor 
(high initial torque) , and we note that DC train 
consumes less energy compared to alternating 
current (AC) unit for operating same service 
conditions [2-3].  

However, the DC electrified railways cause a lot 
of problems for the power quality such as injecting 
harmonics (high THD); reactive power , and low 
power factor issue [4-5].  In this paper we 
concentrated on filtering of currents harmonics 
generated by the DC electric traction units in a 
railway system by using passive filter which 
installed on different locations of transformer 
feeding (before , after ).  

These solutions are cheap, economy and work in 
the middle and high voltage, eliminate negative 
sequence current, and also participate in the 
compensation of the reactive power deficit thus 
improving the power factor of the power networks 
[5, 6].  

 
2. Description of DC traction substation  

With the development of electrified railway, 
electric locomotive was applied in railway 
transportation more and more widely [4]. And they 
can be harmed security on power system network, 
production and manufacture badly and more then 
electrified railway security and reliability in the 
railway transportation [6-7].  

The electrical system studied is DC traction 
station that exists in the mineral line between the two 
cities Tebessa and Annaba (eastern Algeria).  

1
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The schematic diagram of the system studied is 
shown in Figure 1.  

 This series connection of two 6-pulse converter 
bridges requires two three-phase systems feed by a 
three winding transformers with star/star/triangle 
connections (Y/Y/∆) which are spaced from one 
another by 30 electrical degrees, that is to say form a 
12-pulse rectifier. This grouping of rectifiers has the 
advantage of eliminating the harmonics (5th and 7th) 
on the AC side [7-8]. 

The positive output of the group rectifier (3KV 
DC) is transmitted along the track via overhead 
contact (catenary) , and feeds an electric locomotive 
(3600 horsepower), while the negative output will be 
connected to the rail  (Figure 1). This locomotive 
consists of six series DC traction motors, each of 
which is powered by a 750 V voltage through a 
chopper [8]. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig.1. DC traction substation supply 

3.  Harmonic filtering 
We used in this article passive filters which are  a 

classic methods for power quality improvement , 
consist of series LC tuned for removing a specific 
harmonic or blocking a bandwidth of severe 
harmonics of nonlinear loads current [9].   

For mitigating the harmonic distortion passive 
filtering is the simplest conventional solution. The 
most commonly used passive filter is the single 
tuned filter. This filter is simple and least expensive 
as compared with other means for mitigating the 
harmonic problems [10]. These filters have low 
impedances for the tuned frequencies such as 11th 
and 13th (used in our application).  

Low cost is a great benefit of these filters. These 
filters are always connected in parallel across the 
network [6-10]. 

3.1. Principle of passive filtering 
The single tuned filter connected to the network is 

represented in Figure 2. 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2.  Single phase equivalent circuit diagram of a filter 
connected in parallel on the network 

 
With:  
Lr : The inductance of the network 
V :  Voltage of the line. 
Ir : Current of line 
Ih : Harmonics currents equivalent to the « DC 

traction substation ». 
L & C: Parameters of passive filter  
Impedance of filter branch is given by  

1Z j L
C

ω
ω

⎛ ⎞= −⎜ ⎟
⎝ ⎠

                                         (1) 

ω : angular frequency 
 
Resonant filter is given by the equation (2): 

1
r

r

L
C

ω
ω

=  ;  and   
1

2rf LCπ
=                       (2) 

The capacitive or inductive reactance which 
corresponds to the frequency is:  
Hence: 2. . 1r L Cω =        

In harmonic regime:   

Lh LX hX=    ; and   C
Ch

XX h=                          (3) 

In the case of resonance:  Lh ChX X=    
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= =                                                  (4) 

Therefore:            
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Either:  2 C

L

Xh
X

=                                                    (7) 

Hence: 
L

C

X
X

h =                                                   

(8) 
But we can express in terms of reactive power 

“Q” and short-circuit power “Scc”. As follows: 

Q
S

h cc=                                                            (9) 

With:  
h: order harmonic resonance producing parallel  
Anti-resonance is given by the following formula:  

( )
12ar ar

r

f
L L C

ω π= =
+

                           (10)  

                                                                                                        

3.2. Use of multiple filters 
In our work we use two tuned filters to both 

harmonics h=11 and h’=13             
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Equivalent circuit diagram of a tow tuned filters 
connected 

This method requires several conditions to achieve 
[7]:  

2 Cf h
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V V Q
X X X X− − − −

+ =
− −

               (13) 
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h
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After simplification we find the generalized 
formulas for the use of multiple filters at the same 
place [7]. 
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With : 
h & h’: Order harmonic of filter 11and  filter 13. 
Q : Reactive power at the filtering place 
V : Voltage at the site of filtage 
XLf-h and XCf-h : Parameters of the filter 11 
XLf-h’ and XCf-h’ : Parameters of the filter 13 

 
4. Simulation results 
4.1. Operation without filtering 

We used Power System Toolbox in MATLAB 
/Simulink ;  by affecting the true values (see Annex 
1 & 2 ) for our DC traction substation studied.  

In the following figures we present the differents 
waveforms of the voltages and currents during 
normal operation of DC traction substation. 

 

Fig.  4. Waveform of the Voltage & Current at the output 
of group rectifier 
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Fig. 5. Waveform of the voltage /current absorbed of 
rectifier (Y/Y) 

Fig. 6. Waveform of the voltage /current absorbed of 
rectifier (Y/∆)  

Fig. 7.  Harmonic Spectrum of current harmonic absorbed 
by one rectifier  

Fig.  8. Waveform of the current injected in electric 
network 

Fig.  9. Harmonic Spectrum of current harmonic injected    
 
In figure 7, we see that the current harmonics that 

exist are of the form 6k ± 1 (with k integer) , so we 
can see the existence of  5, 7, 11,13, ..., since the 
load of pollution is a three-phase rectifier and also 
marks a high value of  THD = 26.31%. 

From the figure 9 we see the elimination of 
harmonic of the 5th and 7th order and it returns to the 
advantage is the use of transformers with three 
connections Y / Y / ∆ (formation of a 12 pulse 
rectifier), the remaining harmonics are the form             
12k ± 1 (with integer k) ie, 11,13, ..., the value of             
THD = 10.38%  is still higher than the standard, it is 
for this reason we think of the passive filtering 
solution with implementations of tuned filters in 11th 
and 13th before and after the power transformer. 

 

4.2. Operation with filtering 

4.2.1. Filtering before transformer (Case 1) 
Since the harmonic characteristics that have large 

amplitudes are 11th and 13th; so the idea is to install 
two tuned filters corresponding to these harmonics 
as shown in the following figure 10. 

 
 

 
 
 

 

 

 

 

 

 

 

Fig. 10.  Systems studied with passive filtering (case 1) 
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Fig. 11. Waveform of the current injected (Ih) in electric 
network with passive filter (case 1) 

Fig.  12. Harmonic Spectrum of current harmonic injected 
with filtering (case 1)  

 

4.2.2. Filtering after transformer (Case 2) 
It is known that 5th and 7th harmonics are 

theoretically removed before transformer (do not 
propagate through the electric network); so the idea 
will be oriented towards eliminating harmonic 11th 
and 13th with the use of passive filters tuned to these 
frequencies to just before the three-phase rectifiers 
as shown in the following figure 13.  

 
 

 
 

 

 

 

 

 

 

 

Fig.  13. Systems studied with passive filtering (case 2) 

 

Fig. 14. Waveform of the current injected (Ih) in electric 
network with passive filter (case 2) 

Fig. 15. Harmonic Spectrum of current harmonic injected 
with filtering (case 2)  

 

Table  1:  Simulation Results 
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electrical and electronic equipment. . In this paper 
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0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
-25

-20

-15

-10

-5

0

5

10

15

20

25

Time(s) 

C
ur

re
nt

 (A
) 

0 2 4 6 8 10 12 14 16 18
0

10

20

30

40

50

60

70

80

90

100

Order of Harmonic

A
m

pl
itu

de
 [%

]

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
-25

-20

-15

-10

-5

0

5

10

15

20

25

Time(s) 

C
ur

re
nt

 (A
) 

0 2 4 6 8 10 12 14 16 18
0

10

20

30

40

50

60

70

80

90

100

Order of Harmonic

A
m

pl
itu

de
 [%

]

 Without 
Filtering 

With Filtering 
Case 1       Case 2 

THD (%) 10.38 3.24 1.98 
h5 [%] 0.80 2.48 0.72 
h7 [%] 0.68 1.65 0.62 
h11 [%] 7.88 0.06 1.03 
h13 [%] 6.00 0.01 0.83 

 

Catenary 3 KV DC 

Rectifier 1 

Power Supply 

Transformer 
+ 
 
 
‐ 

 

 

Rectifier 2  
Rail 

+ 
 
 
‐ 

 

      11th     13th 

Traction Substation 

      11th     13th 

5



Journal of Electrical Engineering

www.jee.ro

To achieve this solution in the best way we chose 
two locations for the installation of these filters 
(before, and after the transformer that supplies the 
traction station).  

Finally, the simulation results obtained give a 
minimum value of the current THD injected into the 
network in the case of filtering after the transformer 
(medium voltage) and the filtering before the 
transformer (high voltage). 

 
 

Annex 1: Characteristic of DC Traction Substation 
 

Coupling transformer Yn-Dy 
Number of tapping points of the 
tension 

0.5 (+ or - 4 to + or 
- 8% A) 

Nominal voltage network side 90 kV 
Effective cell side load voltage 1.236 kV 
Short circuit voltage 6.7% V 
Current cell side 817 A (for the 

delta winding) 
Current cell side 844.4 A             

(for winding star) 
Supports loss (power at rated 
voltage) 

24 kw 

Total loss (power at rated voltage) 31.7 kilowatts 
Dynamic short-circuit current 0.85 kA 
Thermal short circuit current 0.33 kA 

 

Annex 2: Characteristic of the Rectifier Group 

References 
1. A. Szeląg, T. Maciołek. : A 3 kV DC electric traction 

system modernisation for increased speed and trains 
power demand  problems of analysis and synthesis. In:  
Przegląd Elektrotechniczny, Vol 89, No. 3a, 2013,     
p. 21-28. 
 

2. J.Sun, Y.Duan, Y.Xiong, and B. Zhang ;  Study of 
Reactive Power Compensation for High Speed Railway 
Design  . In: Energy Procedia, Vol. 17, No.1, 2012,     
p 414-421. 

3. T. Suzuki, H. Hayashiya, T. Yamanoi, and K. 
Kawahara. : Application examples of energy saving 
measures in Japanese DC feeding system . In: 
Proc.14th International Power Electronics Conf., 
Hiroshima, Japan, May 2014, p. 1062-1067. 

 
4. W-A.Jager, M. Huizer, and E. K. H van der Pols. :  

Implementation of an active regeneration unit in a 
traction substation . In:  Proc.16th European Conf. On 
Power Electronics and Applications, Lappeenranta, 
Finland, Aug. 2014, p.1-9.  

 
5. M. Popescu and A. Bitoleanu. : Simulink library for 

reference current generation in active DC traction 
substations . In:  International Journal of Electrical, 
Computer, Energetic, Electronic and Communication 
Engineering, Vol. 9, No. 8, 2015, p. 578 – 585. 

 
6. Y.Djeghader and L.Zellouma. : Using Hybrid Power 

Filter to Mitigate Currents and Voltages Harmonics in 
Three Phase System . In:  Acta Electrotechnica et 
Informatica, Vol 15, No. 4, 2015, p 37-43. 
 

7. Y.Djeghader, L. Zellouma,H.Labar, R. Toufouti and 
Z.Chelli. : Study and Filtering of Harmonics in a DC 
Electrified Railway System . In : Proceedings of the 7th 
IEEE International Conference on Modelling, 
Identification and Control, Sousse, TUNISIA, 2015, 
p.765-770.   

 
8. Archive of the National Company for Railway 

Transport; Annaba –Algeria-. 
 

9. M. Brenna, F. Foiadelli. : Analysis of the Filters 
Installed in the Interconnection Points Between 
Different Railway Supply Systems  . In: IEEE 
Transactions on Smart Grid, Vol. 3, No. 1, March 
2012, p. 551-558.  
 

10. K.-W. Lao, N. Dai, W.-G. Liu, and M.-C. 
Wong. : Hybrid power quality compensator with 
minimum DC operation voltage design for high-speed 
traction power systems . In:  IEEE Trans. Power 
Electron., Vol. 28, No. 4, 2013, p. 2024 - 2036. 

 

 
 

 

 

Number of diode in series with the bridge arm. 1 
Number of parallel diode bridge arms 4 + 1 = 5 
Total number of rectifier diodes 2x30 = 

60 
Input Rated current (AC side). 577 A 
Nominal output current (continuous rating) 1000 A 
Actual DC voltage (at the output of the rectifier 
group) 

3310 V 

Nominal voltage charge (at the exit of the 
group) 

3240 V 

Current DC front (DC side) 16.7 kA 
Losses block transformer - rectifier (charging) 38.24 kw 
Rated inductance 0.2 mH 
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Abstract: The functioning of doubly-fed induction generators (DFIGs) under harsh and varying condi-
tions makes their control a non-trivial task. The article proposes an adaptive control approach that is
capable of compensating for model uncertainty and parametric changes of the DFIG, as well as for lack
of measurements for the DFIG’s state vector elements. First it is proven that the DFIG’s model is a
differentially flat one. This means that all its state variables and its control inputs can be written as
differential functions of key state variables which are the so-called flat outputs. Moreover, this implies that
the flat output and its derivatives are linearly independent. By exploiting differential flatness properties
it is shown that the 6-th order DFIG model can be transformed into the linear canonical form. For the
latter description, the new control inputs comprise unknown nonlinear functions which can be identified
with the use of neurofuzzy approximators. The estimated dynamics of the generator is used by a feedback
controller thus establishing an indirect adaptive control scheme. Moreover, to robustify the control loop
a supplementary control term is computed using H-infinity control theory. Another problem that has to
be dealt with comes from the inability to measure the complete state vector of the generator. Thus, a
state-observer is implemented in the control loop. The stability of the considered observer-based adaptive
control approach is proven using Lyapunov analysis. Moreover, the performance of the control scheme is
evaluated through simulation experiments.

Keywords: doubly-fed induction generators, adaptive neurofuzzy control, H-infinity control, output
feedback-based control, neurofuzzy approximators, state-observer, Riccati equations, asymptotic stabil-
ity.

1 Introduction

The article presents new results on the control of Doubly-fed Induction Generators (DFIGs) with the use
of differential flatness theory and adaptive control theory. The control problem of DFIGs is nontrivial be-
cause the dynamic model of such electric machines is a multi-variable and nonlinear one. Moreover, under
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real operating conditions it exhibits parametric variations and is subjected to external perturbations. As
a result, empirical model-free control approaches of the PID-type lack stability and robustness, remain
functional only round local operating points and in general are proven to be inefficient. DFIG control in
stand-lone functioning mode has been analyzed in [1-9]. In particular control schemes exhibiting adap-
tivity features have been presented in [10-11]. Distributed control of DFIGs and their functioning when
interacting with the power grid has been studied in [12-13]. The performance of specific DFIG control
schemes under external perturbations has been presented in [14-17]. Moreover, the problem of sensorless
control of DFIGs has been studied in [18-20]. Additional results on the use of neuro-fuzzy controllers in
induction generators can be found in [21-23] (however stability proofs for such control schemes is not always
given). Moreover, results on the use of robust controllers in asynchronous power generators can be found in
[24-26]. Such approaches require partial knowledge of the generator’s model as well as of the disturbances
affecting it. Furthermore, attempts to apply dynamic programming-based techniques for control of power
generation systems can be found in [27-28] (again without always providing a stability proof).

To cope with the DFIG control problem, in this article the differential flatness properties of the DFIG
model are exploited. It is proven that the rotor’s turn speed and the stator’s magnetic flux of this electric
machine are flat outputs which means that all other state variables and the control inputs of the DFIG can
be expressed as differential functions of these outputs [29-36]. Moreover, it is proven that the flat outputs
and their derivatives are linearly independent. This comes to complete the proof about the differential
flatness of the DFIG model [37-38].

The differential flatness of the DFIG implies also that the transformation of its dynamic model to the linear
canonical (Brunovsky) form is possible. After such a transformation the implementation of a stabilizing
feedback controller for the generator is enabled. This solution to the control problem would be complete if
no model uncertainty and parametric variations of the DFIG existed. Actually, it is assumed that only the
order of the DFIG’s state-space model is known while its parameters and the specific form of its state-space
equations are completely unknown. In the linearized equivalent model of the generator this uncertainty
takes the form of unknown functions which appear as part of the system’s transformed control inputs.
This unknown part of the system’s dynamics is identified with the use of neurofuzzy approximators. The
estimates of the DFIG’s dynamics are used by a state feedback controller thus establishing an indirect
adaptive control scheme. The learning procedure for these estimators is defined by the requirement to
assure negative definiteness for the system’s Lyapunov function [36-37]. Another issue that arises is that
the state vector that is fed into the controller is partially measurable, and the missing state vector elements
have to be estimated with the use of a state observer. By including such an observer in the control loop an
output feedback-based control scheme is established. The stability of the control method is proven through
Lyapunov analysis.

The structure of the article is as follows: in Section 2 the complete 6-th order dynamic model of the DFIG
is analyzed. In Section 3 it is proven that the dynamic model of the DFIG is a differentially flat one,
having as flat outputs the rotor’s turn speed and the stator’s magnetic flux. In Section 4 the concept
of flatness-based adaptive control for multi-input multi-output (MIMO) nonlinear dynamical systems is
explained. In Section 5 adaptive neurofuzzy control for the DFIG model is implemented. In Section 6
Lyapunov stability analysis is provided for the adaptive neurofuzzy control scheme of the DFIG. In Section
7 simulation experiments are carried out to evaluate the performance of the DFIG control scheme. Finally,
in Section 8 concluding remarks are stated.
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2 Dynamic model of the DFIG

2.1 The complete sixth-order model of the induction generator

The doubly-fed induction generator (DFIG) is not only the most frequently met technology in wind tur-
bines due to its good performance, but it is also used in many other fields such as hydro-power generation,
pumped storage plants and flywheel energy storage systems. The DFIG model is derived from the voltage
equations of the stator and rotor. It is assumed that the stator and rotor windings are symmetrical and
symmetrically fed. Usually, the saturation of the inductances, iron losses, and bearing friction is neglected.
Moreover, the winding resistance is considered to be constant.

This type of wound-rotor machine is connected to the grid by both the rotor and stator side. The DFIG
stator can be directly connected to the electric power grid while the rotor is interfaced through back-to-back
converters (see Fig. 1). By decoupling the power system’s electrical frequency and the rotor mechanical
frequency the converter allows a variable speed operation of the wind turbine [37].

Figure 1: Configuration of a doubly-fed induction generator unit in the power grid

The doubly-fed induction generator is analogous to the induction motor. In an induction motor the stator
voltage plays the role of an input variable, while the rotor voltage is a constant (it is usually zero). In
case of the doubly-fed induction machine it is very similar but the other way round, with a dual analogy
to hold between the stator and rotor parameters of the generator and the motor. This means that the
rotor voltage now acts as an input, while the stator voltage depends on the voltage at the bus to which
the DFIG is connected (which in the dq reference frame it is a constant parameter) [8],[37].

In a compact form, the doubly-fed induction generator can be described by the following set of equations
in the d− q reference frame that rotates at an arbitrary speed denoted as ωdq [3], [37]

dψsq

dt = − 1
τs
ψsq − ωdqψsd + M

τs
irq + vsq (1)

dψsd

dt = ωdqψsq − 1
τs
ψsd + M

τs
ird + vsd (2)

dirq
dt = β

τs
ψsq + βωrψsd − γ2irq − (ωdq − ωr)ird − βvsq +

1
σLr

vrq (3)
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dird
dt = −βωrψsq + β

τs
ψsd + (ωdq − ωr)irq − γ2ird − βvsd + 1

σLr
vrd (4)

where ψsq , ψsd , irq , ird are the stator flux and the rotor currents, vsq , vsd , vrq , vrd are the stator and
rotor voltages, Ls and Lr are the stator and rotor inductances, ωr is the rotor’s angular velocity, M is the
magnetizing inductance. Moreover, denoting as Rs and Rr the stator and rotor resistances the following
parameters are defined

σ = 1− M2

LrLs
β = 1−σ

Mσ τs =
Ls

Rs

τr =
Lr

Rr
γ2 = (1−σστs

+ 1
στr

)
(5)

The angle of the vectors that describe the magnetic flux ψsα and ψsb is first defined for the stator, i.e.

ρ = tan−1(
ψsb
ψsa

) (6)

The angle between the inertial reference frame and the rotating reference frame is taken to be equal to ρ.

Moreover, it holds that cos(ρ) =
ψsa

||ψ|| , sin(ρ) =
ψsb

||ψ|| , and ||ψ|| = √
ψ2
sα + ψ2

sb . Therefore, in the rotating

d− q frame of the generator, and under the condition of field orientation, there will be only one non-zero
component of the magnetic flux ψsd , while the component of the flux along the q axis equals 0.

The dynamic model of the doubly-fed induction generator can be also written in state-space equations
form by defining the following state variables: x1 = θ, x2 = ωr, x3 = ψsd , x4 = ψsq , x5 = ird and x6 = irq .
It holds that

ẋ1 = x2 (7)

ẋ2 = −Km

J x2 − Tm

J + η
J (irqx3 − irdx4) (8)

ẋ3 = − 1
τs
x3 + ωdqx4 +

M
τs
x5 + vsd (9)

ẋ4 = −ωdqx3 − 1
τs
x4 +

M
τs
x6 + vsq (10)

ẋ5 = −βx2x4 + β
τs
x3 + (ωdq − x2)x6 − γ2x5 +

1
σLr

vrd − βvsd (11)

ẋ6 = β
τs
x4 + βx2x3 − (ωdq − x2)x5 − γ2x6 +

1
σLr

vrq − βvsq (12)

In the above set of equations J is the moment of inertia of the rotor, Tm is the externally applied mechanical
torque that makes the turbine rotate, Km is the friction coefficient, η is a variable that is associated to the
number of poles and to the mutual inductance M . Variable η in turn determines the electrical torque Te
which is associated to rotor currents and stator magnetic flux. Eq. (7) to Eq. (12) can be written also in
the form

ẋ = f(x) + ga(x)vrd + gb(x)vrq (13)

where x = [x1, x2, x3, x4, x5, x6]
T and
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f(x) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

x2
−Km

J x2 − Tm

J + n
J (irqx3 − irdx4)

− 1
τs
x3 + ωdqx4 +

M
τs
x5 + vsd

−ωdqx3 − 1
τs
x4 +

M
τs
x6 + vsq

−βx2x4 + β
τs
x3 + (ωdq − x2)x6 − γ2x5 − βvsd

β
τs
x4 + βx2x3 − (ωdq − x2)x5 − γ2x6 − βvsq

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

ga(x) =
(
0 0 0 0 1

σLr
0
)T

gb(x) =
(
0 0 0 0 0 1

σLr

)T

(14)

The active and reactive power delivered by the DFIG stator are associated to the real and imaginary part
of the power at the stator’s terminals, i.e.

Ps = Re{UsI∗s } = vsd isd + vsq isq (15)

Qs = Im{UsI∗s } = vsd isq − vsq isd (16)

3 Differential flatness properties of the DFIG

The flat outputs of the system are defined as [37-38]:

y1 = θ or y = x1
y2 = ψ2

sd + ψ2
sq or y2 = x23 + x24

(17)

It holds that

ẏ1 = ω or ẏ1 = x2 ⇒
ÿ1 = ω̇ = −Km

J x2 − Tm

J + η
J (x6x3 − x5x4) ⇒

ÿ1 = ω̇ = −Km

J ẏ1 − Tm

J + η
J (x6x3 − x5x4)

(18)

Deriving the last row of Eq. (18) with respect to time one obtains

y
(3)
1 = −Km

J ÿ1 +
η
J (ẋ6x3 + x6ẋ3 − ẋ5x4 − x5ẋ4) ⇒

y
(3)
1 = −Km

J ÿ1 +
η
J x3{[ βτsx4 + βx2x3 + (ωdq − x2)x5−

−γ2x6 − βvsq ] +
1

σLr
u1}+ η

J x6[− 1
τs
x3 + ωdqx4 +

M
τs
x5 + vsd ]

− η
J x4{[−βx2x4 + β

τs
x3 + (ωdq − x2)x6 − γ2x5−

−βvsd ] + 1
σLr

u2} − η
J x5[−ωdqx3 − 1

τs
x4 +

M
τs
x6 + vsq ]

(19)

Moreover, about the second flat output it holds

ẏ2 = 2x3ẋ3 + 2x4ẋ4⇒
ẏ2 = 2x3[− 1

τs
x3 + ωdqx4 +

M
τs
x5 + vsd ]+

+2x4[−ωdqx3 − 1
τs
x4 +

M
τs
x6 + vsq ]⇒

(20)

Consequently, it holds

ÿ2 = 2ẋ3[− 1
τs
x3 + ωdqx4 +

M
τs
x5 + vsd ]+

+2x3[− 1
τs
ẋ3 + ωdqẋ4 +

M
τs
ẋ5]+

2ẋ4[−ωdqx3 − 1
τs
x4 +

M
τs
x6 + vsq ]+

+2x4[−ωdqẋ3 − 1
τs
ẋ4 +

M
τs
ẋ6]

(21)

5



or equivalently

ÿ2 = 2[− 1
τs
x3 + ωdqx4 +

M
τs
x5 + vsd ]

2+

− 2
τs
x3[− 1

τs
x3 + ωdqx4 +

M
τs
x5 + vsd ]

−2ωdqx3[−ωdqx3 − 1
τs
x4 +

M
τs
x6 + vsq ]

+ 2M
τs
x3{[−βx2x4 + β

τs
x3 + (ωdq − x2)x6−

−γ2x5 − βvsd ] +
1
σLr

u1}
+2[−ωdqx3 − 1

τs
x4 +

M
τs
x6 + vsq ]

2

−2ωdqx4[− 1
τs
x3 + ωdqx4 +

M
τs
x5 + vsd ]

− 2
τs
x4[−ωdqx3 − 1

τs
x4 +

M
τs
x6 + vsq ]

2x4
M
τs
{[ βτsx4 + βx2x3 + (ωdq − x2)x5−
−γ2x6 − βvsq ] +

1
σLr

u2}

(22)

It holds that x1 = y1, x2 = ẏ1. From the second row of Eq. (17) and considering that the field orientation
condition requires x4 = ψsq = 0 one obtains that x3 =

√
y2. Moreover, from Eq. (18) it holds

ÿ1 = −Km

J ẏ1 − Tm

J + η
J

√
y2x6⇒

x6 =
ÿ1+

Km
J ẏ1+

Tm
J

η
J

√
y2

, y2 �=0
(23)

From Eq. (20) one obtains

ẏ2 = − 2
τs
x23 +

2M
τs
x3x5 + 2vsdx3 ⇒

ẏ2 + ( 2
τs
x3 − 2vsd)x3 = 2M

τs
x3x5 ⇒

x5 =
ẏ2+( 2

τs

√
y2−2vsd )

√
y2

2M
τs

√
y2

y2 �=0

(24)

Therefore, x5 is also a function of the flat output and of its derivatives. Additionally, by solving the system
of Eq. (19) and Eq. (22) with respect to the control inputs u1 and u2 one obtains that the control inputs are
functions of the flat output and its derivatives. Therefore, the model of the DFIG is a differentially flat one.

Next, to design the flatness-based controller for the DFIG the following transformation of the state variables
is introduced: z1 = y1, z2 = ẏ1, z3 = ÿ1, z4 = y2, z5 = ẏ2. Using a notation of variables as in the case of
Lie algebra-based linearization it holds [1],[37]

ż1 = z2
ż2 = z3

ż3 = L3
fh1(x) + (LgaL

2
fh1(x))u1 + (LgbL

2
fh1(x))u2

ż4 = z5
ż5 = L2

fh2(x) + (LgaLfh2(x))u1 + (LgbLfh2(x))u2

(25)

where

L3
fh1(x) = −Km

J [−Km

J x2 − Tm

J + η
J (x6x3 − x5x4)]

+ η
J x6[− 1

τs
x3 + ωdqx4 +

M
τs
x5 + vsd ]

− η
J x5[−ωdqx3 − 1

τs
x4 +

M
τs
x6 + vsq ]

− η
J x4[−βx2x4 + β

τs
x3 + (ωdq − x2)x6 − γ2x5 − βvsd ]

+ η
J x3[

β
τs
x4 + βx2x3 + (ωdq − x2)x5 − γ2x6 − βvsq ]

(26)

Lga(L
2
fh1(x)) = − η

J
1
σLr

x4 (27)

Lgb(L
2
fh1(x)) =

η
J

1
σLr

x3 (28)
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and equivalently

L2
fh2(x) =

(− 4
τs
x3 − 2M

τs
x5 + 2vsd)[− 1

τs
x3 + ωdqx4 +

M
τs
x5 + vsd ]+

(− 4
τs
x4 +

2M
τs
x6 + 2vsq )[−ωdqx3 − 1

τs
x4 +

M
τs
x6 + vsq ]+

(2Mτs x3)[−βx2x4 +
β
τs
x3 + (ωdq − x2)x6 − γ2x5 − βvsd ]+

(2Mτs x3)[
β
τs
x4 + βx2x3 + (ωdq − x2)x5 − γ2x6 − βvsq ]

(29)

Lga(Lfh2(x)) =
2M
τs

1
σLs

x3 (30)

Lga(Lfh2(x)) =
2M
τs

1
σLs

x4 (31)

Therefore, one obtains the decoupled and linearized representation of the system

(
z
(3)
1

z̈4

)
=

(
L3
fh1(x)

L2
fh2(x)

)
+

(
LgaL

2
fh1(x) LgbL

2
fh1(x)

LgaLfh2(x) LgbLfh2(x)

)(
u1
u2

)
(32)

or equivalently

(
z
(3)
1

z̈4

)
= fa + M̃u (33)

where

fa =

(
L3
fh1(x)

L2
fh2(x)

)
M̃ =

(
LgaL

2
fh1(x) LgbL

2
fh1(x)

LgaLfh2(x) LgbLfh2(x)

)
(34)

By defining the control inputs v1 = L3
fh1(x) + (LgaL

2
fh1(x))u1 + (LgbL

2
fh1(x))u2 and v2 = L2

fh2(x) +
(LgaLfh2(x))u1 + (LgbLfh2(x))u2 one can also have the description in the MIMO canonical form

⎛
⎜⎜⎜⎜⎝

ż1
ż2
ż3
ż4
ż5

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

z1
z2
z3
z4
z5

⎞
⎟⎟⎟⎟⎠+

⎛
⎜⎜⎜⎜⎝

0 0
0 0
1 0
0 0
0 1

⎞
⎟⎟⎟⎟⎠

(
v1
v2

)
(35)

The control input for the linearized and decoupled model of the DFIG is chosen as follows

v1 = zd1
(3) − k

(1)
1 (z̈1 − z̈d1)− k

(1)
2 (ż1 − żd1)− k

(1)
3 (z1 − zd1)

v2 = z̈d4 − k
(2)
1 (ż4 − żd4)− k

(2)
2 (z4 − zd4)

(36)

and finally the control input that is applied to the system is

u = M̃−1(−fa + v) (37)

The proposed control scheme can work with the use of measurements from a small number of sensors. That
is, there is need to obtain measurements of only y1 = θ which is the turn angle of the generator’s rotor, and
of the magnetic flux y2 = ψ2

s = ψ2
sd + ψ2

sq , or due to the orientation of the magnetic field y2 = ψ2
s = ψ2

sd .
The stator flux (ψs) cannot be measured directly from a sensor (e.g. the use of Hall sensor in an electric
machine with a rotating part would not be efficient), however the equation that relates stator flux and
stator and rotor currents can be used to calculate ψs. Thus one has:

ψsd = Lsisd +Mird
ψsq = 0

(38)
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which means that by measuring stator and rotor currents one can obtain an indirect measurement of the
stator’s magnetic flux ψsd .

4 Flatness-based adaptive neurofuzzy control

4.1 Transformation of MIMO nonlinear systems into the Brunovsky form

Following the previous procedure, that is after defining the flat outputs of the initial MIMO nonlinear
model of the DFIG, and after expressing the system’s state variables and control inputs as functions of the
flat output and of the associated derivatives, the DFIG is transformed into the Brunovsky canonical form
of Eq. (35), or equivalently into the form [1],[36-37]:

ẋ1 = x2
ẋ2 = x3
· · ·
ẋr1−1 = xr1
ẋr1 = f1(x) +

∑p
j=1g1j (x)uj + d1

ẋr1+1 = xr1+2

ẋr1+2 = xr1+3

· · ·
ẋp−1 = xp
ẋp = fp(x) +

∑p
j=1gpj (x)uj + dp

y1 = x1
y2 = xr1−1

· · ·
yp = xn−rp+1

(39)

where x = [x1, · · · , xn]T is the state vector of the transformed system (according to the differential flatness
formulation), u = [u1, · · · , up]T is the set of control inputs, y = [y1, · · · , yp]T is the output vector, fi are
the drift functions and gi,j , i, j = 1, 2, · · · , p are smooth functions corresponding to the control input gains,
while dj is a variable associated to external disturbances. In holds that r1 + r2 + · · · + rp = n. Having
written the initial nonlinear system into the canonical (Brunovsky) form it holds

y
(ri)
i = fi(x) +

∑p
j=1gij(x)uj + dj (40)

Equivalently, in vector form, one has the following description for the system dynamics

y(r) = f(x) + g(x)u+ d (41)

where the following vectors and matrices are be defined

y(r) = [y
(r1)
1 , · · · , y(rp)p ]

f(x) = [f1(x), · · · , fp(x)]T

g(x) = [g1(x), · · · , gp(x)]

with gi(x) = [g1i(x), · · · , gpi(x)]T

A = diag[A1, · · · , Ap], B = diag[B1, · · · , Bp]

CT = diag[C1, · · · , Cp], d = [d1, · · · , dp]T

(42)

where matrix A has the MIMO canonical form, i.e. with elements
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Ai =

⎛
⎜⎜⎜⎜⎜⎝

0 1 · · · 0
0 0 · · · 0
...

... · · · ...
0 0 · · · 1
0 0 · · · 0

⎞
⎟⎟⎟⎟⎟⎠
ri×ri

Bi =

⎛
⎜⎜⎜⎜⎝

0
0
· · ·
0
1

⎞
⎟⎟⎟⎟⎠
ri×1

CTi =

⎛
⎜⎜⎜⎜⎝

1
0
· · ·
0
0

⎞
⎟⎟⎟⎟⎠
ri×1

(43)

Thus, Eq. (40) can be written in state-space form

ẋ = Ax+B[f(x) + g(x)u + d̃]
y = CTx

(44)

which can be also written in the equivalent form:

ẋ = Ax +Bv +Bd̃
y = CTx

(45)

where v = f(x) + g(x)u. The reference setpoints for the system’s outputs y1, · · · , yp are denoted as
y1m, · · · , ypm, thus for the associated tracking errors it holds

e1 = y1 − y1m
e2 = y2 − y2m

· · ·
ep = yp − ypm

(46)

The error vector of the outputs of the transformed MIMO system is denoted as

E1 = [e1, · · · , ep]T
ym = [y1m, · · · , ypm]T

· · ·
y
(r)
m = [y

(r)
1m, · · · , y(r)pm]T

(47)

where y
(r)
im denotes the r-th order derivative of the i-th reference output of the MIMO dynamical system.

Thus, one can also define the following vectors: (i) a vector containing the state variables of the system and
the associated derivatives, (ii) a vector containing the reference outputs of the system and the associated
derivatives

x = [x1, · · · , xr1−1
1 , · · · , xp, · · · , xrp−1

p ]T (48)

Ym = [y1m, · · · , yr1−1
1m , · · · , ypm, · · · , yrp−1

pm ]T (49)

while in a similar manner one can define a vector containing the tracking error of the system’s outputs and
the associated derivatives

e = Ym − x = [e1, · · · , er1−1
1 , · · · , ep, · · · , erp−1

p ]T (50)

It is assumed that matrix g(x) is a nonsingular one, i.e. g−1(x) exists and is bounded for all x∈Ux, where
Ux⊂Rn is a compact set. In any case, the problem of singularities in matrix g(x) can be handled by
appropriately modifying the state feedback-based control input.

The objective of the adaptive neurofuzzy controller, denoted as u = u(x, e|θ) is: all the signals involved
in the controller’s design are bounded and it holds that limt→∞e = 0, (ii) the H∞ tracking performance
criterion is succeeded for a prescribed attenuation level.
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In the presence of non-gaussian disturbances wd, successful tracking of the reference signal is denoted by
the H∞ criterion [9],[37]:

∫ T
0
eTQedt ≤ ρ2

∫ T
0
wd

Twddt (51)

where ρ is the attenuation level and corresponds to the maximum singular value of the transfer function
G(s) of the linearized model associated to Eq. (44) and Eq. (45).

4.2 Control law

The control signal of the MIMO nonlinear DFIG model which has been transformed into the Brunovsky
form as described by Eq. (45) contains the unknown nonlinear functions f(x) and g(x). In case that the
complete state vector x is measurable these unknown functions can be approximated by

f̂(x|θf ) = Φf (x)θf
ĝ(x|θg) = Φg(x)θg

(52)

where

Φf (x) = (ξ1f (x), ξ
2
f (x), · · · ξnf (x))T (53)

with ξif (x), ı = 1, · · · , n being the vector of kernel functions (e.g. normalized fuzzy Gaussian membership
functions), where

ξif (x) = (φi,1f (x), φi,2f (x), · · · , φi,Nf (x)) (54)

thus giving

Φf (x) =

⎛
⎜⎜⎜⎝
φ1,1f (x) φ1,2f (x) · · · φ1,Nf (x)

φ2,1f (x) φ2,2f (x) · · · φ2,Nf (x)

· · · · · · · · · · · ·
φn,1f (x) φn,2f (x) · · · φn,Nf (x)

⎞
⎟⎟⎟⎠ (55)

while the weights vector is defined as

θf
T =

(
θ1f , θ

2
f , · · · θNf

)
(56)

j = 1, · · · , N is the number of basis functions that is used to approximate the components of function f
which are denoted as i = 1, · · · , n. Thus, one obtains the relation of Eq. (52), i.e. f̂(x|θf ) = Φf (x)θf .

In a similar manner, for the approximation of function g one has

Φg(x) =
(
ξ1g(x), ξ

2
g(x), · · · ξNg (x)

)T (57)

with ξig(x), ı = 1, · · · , N being the vector of kernel functions (e.g. normalized fuzzy Gaussian membership
functions), where

ξig(x) =
(
φi,1g (x), φi,2g (x), · · · , φi,Ng (x)

)
(58)

thus giving

Φg(x) =

⎛
⎜⎜⎝
φ1,1g (x) φ1,2g (x) · · · φ1,Ng (x)
φ2,1g (x) φ2,2g (x) · · · φ2,Ng (x)
· · · · · · · · · · · ·

φn,1g (x) φn,2g (x) · · · φn,Ng (x)

⎞
⎟⎟⎠ (59)
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while the weights vector is defined as

θg =
(
θ1g , θ

2
g, · · · , θpg

)
(60)

where the components of matrix θg are defined as

θjg =
(
θjg1 , θ

j
g2 , · · · θjgN

)T
(61)

j = 1, · · · , p is the number of basis functions that is used to approximate the components of function g
which are denoted as i = 1, · · · , n. Thus one obtains about matrix θg∈RN×p

θg =

⎛
⎜⎜⎝
θ1g1 θ2g1 · · · θpg1
θ1g2 θ2g2 · · · θpg2
· · · · · · · · · · · ·
θ1gN θ2gN · · · θpgN

⎞
⎟⎟⎠ (62)

It holds that

g =

⎛
⎜⎜⎝
g1
g2
· · ·
gn

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
g11 g21 · · · gp1
g12 g22 · · · gp2
· · · · · · · · · · · ·
g1n g2n · · · gpn

⎞
⎟⎟⎠ (63)

Using the above, one finally has the relation of Eq. (52), i.e. ĝ(x|θg) = Φg(x)θg. If the state variables of
the system are available for measurement then a state-feedback control law can be formulated as

u = ĝ−1(x|θg)[−f̂(x|θf ) + y
(r)
m −KT e+ uc] (64)

where f̂(x|θf ) and ĝ(x|θg) are neurofuzzy models to approximate f(x) and g(x), respectively. uc is a sup-
plementary control term, e.g. an H∞ control term that is used to compensate for the effects of modelling
inaccuracies and external disturbances. Moreover, KT is the feedback gain matrix that assures that the
characteristic polynomial of matrix A−BKT will be a Hurwitz one.

4.3 Estimation of the state vector

The control of the system described by Eq. (41) becomes more complicated when the state vector x of
the DFIG is not directly measurable and has to be reconstructed through a state observer. The following
definitions are used

• error of the state vector e = x− xm

• error of the estimated state vector ê = x̂− xm

• observation error ẽ = e− ê = (x− xm)− (x̂− xm)

When an observer is used to reconstruct the state vector, the control law of Eq. (64) is written as

u = ĝ−1(x̂|θg)[−f̂(x̂|θf ) + y(r)m −KT ê+ uc] (65)

Applying Eq. (65) to the nonlinear system described by Eq. (41), results into

y(r) = f(x) + g(x)ĝ−1(x̂)[−f̂(x̂) + y
(r)
m −KT ê+ uc] + d⇒y(r) = f(x) + [g(x)− ĝ(x̂) + ĝ(x̂)]ĝ−1(x̂)[−f̂(x̂) +

y
(r)
m −KT ê+ uc] + d⇒y(r) = [f(x)− f̂(x̂)] + [g(x)− ĝ(x̂)]u+ y

(r)
m −KT ê + uc + d.

It holds e = x− xm ⇒ y(r) = e(r) + y
(r)
m . Substituting y(r) in the above equation gives

11



e(r) + y
(r)
m = y

(r)
m −KT ê+ uc + [f(x)− f̂(x̂)]+
+[g(x)− ĝ(x̂)]u + d

(66)

and equivalently

ė = Ae −BKT ê+Buc +B{[f(x)− f̂(x̂)]+

+[g(x)− ĝ(x̂)]u + d̃} (67)

e1 = CT e (68)

where e = [e1, e2, · · · , ep]T with ei = [ei, ėi, ëi, · · · , eri−1
i ]T , i = 1, 2, · · · , p and also ê = [ê1, ê2, · · · , êp]T

with êi = [êi, ˆ̇ei, ˆ̈ei, · · · , êri−1
i ]T , i = 1, 2, · · · , p. Matrices A,B and C have been defined in Eq. (43).

A state observer is designed according to Eq. (67) and (68) and is given by [37]:

˙̂e = Aê−BKT ê+Ko[e1 − CT ê] (69)

ê1 = CT ê (70)

The feedback gain matrix is denoted as K∈Rn×p. The observation gain matrix is denoted as Ko∈Rp×n
and its elements are selected so as to assure the asymptotic elimination of the observation error.

5 Application of flatness-based adaptive neurofuzzy control to the DFIG

5.1 Tracking error dynamics under feedback control

If the state vector in the linearized description of the DFIG of Eq. (25) is constrained into x = [x1, x2, x3, x4]
T =

[ω, ω̇, ψsd , ψ̇sd ]
T , it holds that

ẍ1 = f1(x) + g1(x)u
ẍ3 = f2(x) + g2(x)u

(71)

or equivalently

ẋ1 = x2
ẋ2 = f1(x) + g1(x)u

ẋ3 = x4
ẋ4 = f2(x) + g2(x)u

(72)

Next, taking into account also the effects of additive disturbances the dynamic model becomes

ẍ1 = f1(x, t) + g1(x, t)u + d1
ẍ3 = f2(x, t) + g2(x, t)u + d2

(73)

(
ẍ1
ẍ3

)
=

(
f1(x, t)
f2(x, t)

)
+

(
g1(x, t)
g2(x, t)

)
u+

(
d1
d2

)
(74)

The following control input is defined

u =

(
ĝ1(x, t)
ĝ2(x, t)

)−1

{
(
ẍd1
ẍd3

)
−
(
f̂1(x, t)

f̂2(x, t)

)
−
(
KT

1

KT
2

)
e+

(
uc1
uc2

)
} (75)
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where [uc1 uc2 ]
T is a robust control term that is used for the compensation of the model’s uncertainties as

well as of the external disturbances and KT
i = [ki1, k

i
2, · · · , kin−1, k

i
n]. Substituting Eq. (75) into Eq. (74)

the closed-loop tracking error dynamics is obtained

(
ẍ1
ẍ3

)
=

(
f1(x, t)
f2(x, t)

)
+

(
g1(x, t)
g2(x, t)

)(
ĝ1(x, t)
ĝ2(x, t)

)−1

·

·{
(
ẍd1
ẍd3

)
−
(
f̂1(x, t)

f̂2(x, t)

)
−
(
KT

1

KT
2

)
e+

(
uc1
uc2

)
}+

(
d1
d2

) (76)

Eq. (76) can now be written as

(
ẍ1
ẍ3

)
=

(
f1(x, t)
f2(x, t)

)
+ {

(
g1(x, t)− ĝ1(x, t)
g2(x, t)− ĝ2(x, t)

)
+

(
ĝ1(x, t)
ĝ2(x, t)

)
}
(
ĝ1(x, t)
ĝ2(x, t)

)−1

·

·{
(
ẍd1
ẍd3

)
−
(
f̂1(x, t)

f̂2(x, t)

)
−
(
KT

1

KT
2

)
e+

(
uc1
uc2

)
}+

(
d1
d2

) (77)

and using Eq. (75) this results into

(
ë1
ë3

)
=

(
f1(x, t) − f̂1(x, t)

f2(x, t) − f̂2(x, t)

)
+

(
g1(x, t) − ĝ1(x, t)
g2(x, t) − ĝ2(x, t)

)
u−

−
(
KT

1

KT
2

)
e +

(
uc1
uc2

)
+

(
d1
d2

) (78)

The following description for the approximation error is defined

w =

(
f1(x, t)− f̂1(x, t)

f2(x, t)− f̂2(x, t)

)
+

(
g1(x, t) − ĝ1(x, t)
g2(x, t) − ĝ2(x, t)

)
u (79)

Moreover, the following matrices are defined

A =

⎛
⎜⎜⎝
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

⎞
⎟⎟⎠ , B =

⎛
⎜⎜⎝
0 0
1 0
0 0
0 1

⎞
⎟⎟⎠

KT =

(
K1

1 K1
2 K1

3 K1
4

K2
1 K2

2 K2
3 K2

4

)
(80)

Using matrices A, B, KT , Eq. (78) is written in the following form

ė = (A−BKT )e +Buc +B{
(
f1(x, t) − f̂1(x, t)

f2(x, t) − f̂2(x, t)

)
+

+

(
g1(x, t) − ĝ1(x, t)
g2(x, t) − ĝ2(x, t)

)
u+ d̃}

(81)

When the estimated state vector x̂ is used in the feedback control loop, equivalently to Eq. (67) one has

ė = Ae −BKT ê+Buc +B{
(
f1(x, t) − f̂1(x̂, t)

f2(x, t) − f̂2(x̂, t)

)
+

+

(
g1(x, t) − ĝ1(x̂, t)
g2(x, t) − ĝ2(x̂, t)

)
u+ d̃}

(82)
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and considering that the approximation error w is now denoted as

w =

(
f1(x, t)− f̂1(x̂, t)

f2(x, t)− f̂2(x̂, t)

)
+

(
g1(x, t) − ĝ1(x̂, t)
g2(x, t) − ĝ2(x̂, t)

)
u (83)

Eq. (82) can be also written as

ė = Ae −BKT ê +Buc +Bw +Bd̃ (84)

The associated state observer will be described again by Eq. (69) and Eq. (70).

5.2 Dynamics of the observation error

The observation error is defined as ẽ = e − ê = x − x̂. Subtracting Eq. (69) from Eq. (67) as well as Eq.
(70) from Eq. (68) one gets

ė− ˙̂e = A(e − ê) +Buc +B{[f(x, t)− f̂(x̂, t)]+

+[g(x, t)− ĝ(x̂, t)]u+ d̃} −KoC
T (e− ê)

e1 − ê1 = CT (e− ê)

or equivalently

˙̃e = Aẽ+Buc +B{[f(x, t)− f̂(x̂, t)]+

+[g(x, t)− ĝ(x̂, t)]u+ d̃} −KoC
T ẽ

ẽ1 = CT ẽ

which can be written as

˙̃e = (A−KoC
T )ẽ +Buc +B{[f(x, t)− f̂(x̂, t)]+

+[g(x, t)− ĝ(x̂, t)]u + d̃} (85)

ẽ1 = CT ẽ (86)

or equivalently, it can be written as

˙̃e = (A−KoC
T )ẽ+Buc +Bw + d̃} (87)

ẽ1 = CT ẽ (88)

5.3 Approximation of functions f(x, t) and g(x, t)

Next, the following neurofuzzy approximators of the unknown system dynamics are defined

f̂(x̂) =

(
f̂1(x̂|θf ) x̂∈R4×1 f̂1(x̂|θf ) ∈ R1×1

f̂2(x̂|θf ) x̂∈R4×1 f̂2(x̂|θf ) ∈ R1×1

)
(89)

with kernel functions

φi,jf (x̂) =

∏n
j=1μ

i
Aj

(x̂j)
∑

N
i=1

∏
n
j=1μ

i
Aj

(x̂j)
(90)

14



where l = 1, 2, x̂ is the estimate of the state vector and μAi
j
(x̂) is the i-th membership function associated

with the l-th hidden layer node (fuzzy rule), as shown in Fig. 2. Similarly, the following approximators of
the unknown system dynamics are defined

ĝ(x̂) =

(
ĝ1(x̂|θg) x̂∈R4×1 ĝ1(x̂|θg) ∈ R1×2

ĝ2(x̂|θg) x̂∈R4×1 ĝ2(x̂|θg) ∈ R1×2

)
(91)

Figure 2: Neurofuzzy approximator used for estimating the unknown system dynamics

The values of the weights that result in optimal approximation are

θ∗f = arg minθf∈Mθf
[supx̂∈Ux̂

(f(x)− f̂(x̂|θf ))]
θ∗g = arg minθg∈Mθg

[supx̂∈Ux̂
(g(x) − ĝ(x̂|θg))] (92)

where the variation ranges for the weights are defined as

Mθf = {θf∈Rh : ||θf ||≤mθf }
Mθg = {θg∈Rh : ||θg||≤mθg} (93)

The value of the approximation error defined in Eq. (79) that corresponds to the optimal values of the
weights vectors θ∗f and θ∗g one has

w =
(
f(x, t)− f̂(x̂|θ∗f )

)
+

(
g(x, t)− ĝ(x̂|θ∗g)

)
u (94)

which is next written as

w =
(
f(x, t)− f̂(x̂|θf ) + f̂(x̂|θf )− f̂(x̂|θ∗f )

)
+

+
(
g(x, t)− ĝ(x̂|θg) + ĝ(x̂|θg)− ĝ(x̂|θ∗g)

)
u

(95)

which can be also written in the following form

w =
(
wa + wb

)
(96)

where

wa = {[f(x, t)− f̂(x̂|θf )] + [g(x, t)− ĝ(x̂|θg)]}u (97)

15



wb = {[f̂(x̂|θf )− f̂(x̂|θ∗f )] + [ĝ(x̂, θg)− ĝ(x̂|θ∗g)]}u (98)

Moreover, the following weights’ error vectors are defined

θ̃f = θf − θ∗f
θ̃g = θg − θ∗g

(99)

It is noted that both neural networks and neurofuzzy networks are function approximators using non-
orthogonal kernel functions. This is to point out the difference to other approximators using orthogonal
basis functions as for instance Fourier series expansions. The distinctive features for neurofuzzy networks
are (i) they use as kernel functions in their hidden layer nodes some typical membership functions met in
fuzzy logic (for instance Gaussian functions) (ii) the outputs of the hidden layer nodes are normalized so
as to sum up to 1 (this is a property of most fuzzy membership functions). On the other hand in neural
networks (i) it is possible to have several types of membership functions (e.g. wavelet functions, Gauss-
Hermite polynomials, Bezier-Bernstein polynomials, B-splines), (ii) the outputs of the hidden layer nodes
are not necessarily normalized. The learning (weights update) in both neural networks and neurofuzzy
networks is performed with gradient algorithms of first or higher order.

6 Lyapunov stability analysis

6.1 Design of the Lyapunov function

The adaptation law of the neurofuzzy approximators weights θf and θg as well as the equation of the
supervisory control term uc are derived from the requirement for negative definiteness of the Lyapunov
function

V = 1
2 ê
TP1ê+

1
2 ẽ
TP2ẽ+

1
2γ1

θ̃Tf θ̃f +
1

2γ2
tr[θ̃Tg θ̃g] (100)

The selection of the Lyapunov function is based on the following principle of indirect adaptive control
ê : limt→∞ x̂(t) = xd(t) and ẽ : limt→∞ x̂(t) = x(t). This yields limt→∞ x(t) = xd(t). Substituting Eq.
(69), (70) and Eq. (85), (86) into Eq. (100) and differentiating results into

V̇ = 1
2
˙̂eTP1ê +

1
2 ê
TP1

˙̂e+ 1
2
˙̃eTP2ẽ+

1
2 ẽ
TP2

˙̃e+

+ 1
γ1

˙̃θTf θ̃f +
1
γ2
tr[ ˙̃θ

T

g θ̃g] ⇒
(101)

V̇ = 1
2{(A − BKT )ê +KoC

T ẽ}TP1ê +
1
2 ê
TP1{(A − BKT )ê +KoC

T ẽ} + 1
2{(A −KoC

T )ẽ + Buc + Bd̃ +

Bw}TP2ẽ+
1
2 ẽ
TP2{(A−KoC

T )ẽ +Buc +Bd̃+Bw}+ 1
γ1

˙̃
θTf θ̃f +

1
γ2
tr[

˙̃
θ
T

g θ̃g]⇒.

V̇ = 1
2{êT (A−BKT )T + ẽTCKT

o }P1ê+
1
2 ê
TP1{(A−BKT )ê+KoC

T ẽ}+ 1
2{ẽT (A−KoC

T )T + uTc B
T +

wTBT + d̃TBT }P2ẽ+
1
2 ẽ
TP2{(A−KoC

T )ẽ+Buc +Bw +Bd̃}+ 1
γ1

˙̃θTf θ̃f +
1
γ2
tr[ ˙̃θ

T

g θ̃g] ⇒

V̇ = 1
2 ê
T (A−BKT )TP1ê+

1
2 ẽ
TCKT

o P1ê+
1
2 ê
TP1(A−BKT )ê+ 1

2 ê
TP1KoC

T ẽ+ 1
2 ẽ
T (A−KoC

T )TP2ẽ+

1
2 (u

T
c + wT + d̃T )BTP2ẽ+

1
2 ẽ
TP2(A−KoC

T )ẽ+ 1
2 ẽ
TP2B(uc + w + d̃) + 1

γ1

˙̃
θTf θ̃f +

1
γ2
tr[

˙̃
θ
T

g θ̃g]

Assumption 1 : For given positive definite matrices Q1 and Q2 there exist positive definite matrices P1 and
P2, which are the solution of the following Riccati equations [36-37]

(A−BKT )TP1 + P1(A−BKT ) +Q1 = 0 (102)
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(A−KoC
T )
T
P2 + P2(A−KoC

T )−
−P2B(2r − 1

ρ2 )B
TP2 +Q2 = 0

(103)

The conditions given in Eq. (102) to (103) are related to the requirement that the systems described by
Eq. (69), (70) and Eq. (85), (86) are strictly positive real. Substituting Eq. (102) to (103) into V̇ yields

V̇ = 1
2 ê
T {(A−BKT )TP1 + P1(A−BKT )}ê+ ẽTCKT

o P1ê +
1
2 ẽ
T {(A−KoC

T )TP2 + P2(A−KoC
T )}ẽ+

ẽTP2B(uc + w + d̃) + 1
γ1

˙̃
θTf θ̃f +

1
γ2
tr[

˙̃
θ
T

g θ̃g]

that is

V̇ = − 1
2 ê
TQ1ê+ ẽTCKT

o P1ê− 1
2 ẽ
T {Q2−P2B(2r − 1

ρ2 )B
TP2}ẽ+ ẽTP2B(uc+w+ d̃)+ 1

γ1

˙̃θTf θ̃f +
1
γ2
tr[ ˙̃θ

T

g θ̃g]

The supervisory control uc is decomposed in two terms, ua and ub.

• The control term ua is given by

ua = −1

r
ẽTP2B +Δua (104)

where assuming that the measurable elements of vector ẽ are {ẽ1, ẽ3, · · · , ẽk}, the term Δua is such that

− 1
r ẽ
TP2B +Δua = − 1

r

⎛
⎜⎜⎝
p11ẽ1 + p13ẽ3 + · · ·+ p1kẽk
p13ẽ1 + p33ẽ3 + · · ·+ p3kẽk

· · · · · · · · ·
p1kẽ1 + p3kẽ3 + · · ·+ pkk ẽk

⎞
⎟⎟⎠ (105)

• The control term ub is given by

ub = −[(P2B)T (P2B)]−1(P2B)TCKT
o P1ê (106)

• ua is an H∞ control used for the compensation of the approximation error w and the additive
disturbance d̃. Its first component − 1

r ẽ
TP2B has been chosen so as to compensate for the term

1
r ẽ
TP2BB

TP2ẽ, which appears in the previously computed function about V̇ . By including also the
second component Δua, one has that ua is computed based on the feedback of only the measurable
variables {ẽ1, ẽ3, · · · , ẽk}, out of the complete vector ẽ = [ẽ1, ẽ2, · · · , ẽn]. Eq. (104) is finally rewritten
as ua = − 1

r ẽ
TP2B +Δua.

• ub is a control used for the compensation of the observation error (the control term ub has been
chosen so as to satisfy the condition ẽTP2Bub = −ẽTCKT

o P1ê.

The control scheme is depicted in Fig. 3

Substituting Eq. (104) and (106) in V̇ and assuming that Eq. (102) and Eq. (103) hold, one gets

V̇ = − 1
2 ê
TQ1ê+ ẽTCKT

o P1ê− 1
2 ẽ
TQ2ẽ+

+ 1
r ẽ
TP2BB

TP2ẽ− 1
2ρ2 ẽ

TP2BB
TP2ẽ+

+ẽTP2Bua + ẽTP2Bub + ẽTP2B(w + d̃)+

+ 1
γ1

˙̃
θTf θ̃f +

1
γ2
tr[

˙̃
θ
T

g θ̃g]

(107)

or equivalently,
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Figure 3: The proposed H∞ control scheme

V̇ = − 1
2 ê
TQ1ê− 1

2 ẽ
TQ2ẽ− 1

2ρ2 ẽ
TP2BB

TP2ẽ+

+ẽTP2B(w + d̃+Δua) +
1
γ1

˙̃θTf θ̃f +
1
γ2
tr[ ˙̃θ

T

g θ̃g]
(108)

It holds that
˙̃
θf = θ̇f− θ̇∗f = θ̇f and

˙̃
θg = θ̇g− θ̇∗g = θ̇g. The following weight adaptation laws are considered:

θ̇f = −γ1Φ(x̂)TBTP2ẽ

θ̇g = −γ2Φ(x̂)TBTP2ẽu
T (109)

where assuming N fuzzy rules and associated kernel functions the matrices dimensions are θf∈RN×1,
θg∈RN×2, Φ(x)∈R2×N , B∈R4×2, P∈R4×4 and ẽ∈R4×1.

The update of θf is a gradient type algorithm [39-41]. The update of θg is also a gradient type algorithm,

where uc implicitly tunes the adaptation gain γ2. Substituting Eq. (109) in V̇ gives

V̇ = − 1
2 ê
TQ1ê − 1

2 ẽ
TQ2ẽ − 1

2ρ2 ẽ
TP2BB

TP2ẽ + BTP2ẽ(w + d+Δua) +
1
γ1
(−γ1)ẽTP2BΦ(x̂)(θf − θ∗f ) +

1
γ2
(−γ2)tr[uẽTP2BΦ(x̂)(θg − θ∗g)]

or equivalently

V̇ = − 1
2 ê
TQ1ê − 1

2 ẽ
TQ2ẽ − 1

2ρ2 ẽ
TP2BB

TP2ẽ + BTP2ẽ(w + d̃+Δua) +
1
γ1
(−γ1)ẽTP2BΦ(x̂)(θf − θ∗f ) +

1
γ2
(−γ2)tr[uẽTP2B(ĝ(x̂|θg)− ĝ(x̂|θ∗g)]

Taking into account that u ∈ R2×1 and ẽTPB(ĝ(x|θg)− ĝ(x|θ∗g)) ∈ R1×2 it holds

V̇ = − 1
2 ê
TQ1ê − 1

2 ẽ
TQ2ẽ − 1

2ρ2 ẽ
TP2BB

TP2ẽ + BTP2ẽ(w + d̃+Δua) +
1
γ1
(−γ1)ẽTP2BΦ(x̂)(θf − θ∗f ) +

1
γ2
(−γ2)tr[ẽTP2B(ĝ(x̂|θg)− ĝ(x̂|θ∗g))u]
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Since ẽTP2B(ĝ(x̂|θg)− ĝ(x̂|θ∗g))u∈R1×1 it holds

tr(ẽTP2B(ĝ(x|θg)− ĝ(x|θ∗g)u) =
= ẽTP2B(ĝ(x|θg)− ĝ(x|θ∗g))u (110)

Therefore, one finally obtains

V̇ = − 1
2 ê
TQ1ê − 1

2 ẽ
TQ2ẽ − 1

2ρ2 ẽ
TP2BB

TP2ẽ + BTP2ẽ(w + d̃+Δua) +
1
γ1
(−γ1)ẽTP2BΦ(x̂)(θf − θ∗f ) +

1
γ2
(−γ2)ẽTP2B(ĝ(x̂|θg)− ĝ(x̂|θ∗g))u

Next, the following approximation error is defined

wα = [f̂(x̂|θ∗f )− f̂(x̂|θf )] + [ĝ(x̂|θ∗g)− ĝ(x̂|θg)]u (111)

Thus, one obtains

V̇ = − 1
2 ê
TQ1ê− 1

2 ẽ
TQ2ẽ− 1

2ρ2 ẽ
TP2BB

TP2ẽ+

+BTP2ẽ(w + d̃) + ẽTP2Bwα
(112)

Denoting the aggregate approximation error and disturbances vector as

w1 = w + d̃+ wα +Δua (113)

the derivative of the Lyapunov function becomes

V̇ = − 1
2 ê
TQ1ê− 1

2 ẽ
TQ2ẽ− 1

2ρ2 ẽ
TP2BB

TP2ẽ+ ẽTP2Bw1 (114)

which in turn is written as

V̇ = − 1
2 ê
TQ1ê− 1

2 ẽ
TQ2ẽ− 1

2ρ2 ẽ
TP2BB

TP2ẽ+

+ 1
2 ẽ
TPBw1 +

1
2w

T
1 B

TP2ẽ
(115)

Lemma: The following inequality holds

1
2 ẽ
TP2Bw1 +

1
2w

T
1 B

TP2ẽ − 1
2ρ2 ẽ

TP2BB
TP2ẽ ≤ 1

2ρ
2wT1 w1 (116)

Proof : The binomial (ρa− 1
ρb)

2 ≥ 0 is considered. Expanding the left part of the above inequality one gets

ρ2a2 + 1
ρ2 b

2 − 2ab ≥ 0 ⇒ 1
2ρ

2a2 + 1
2ρ2 b

2 − ab ≥ 0 ⇒
ab− 1

2ρ2 b
2 ≤ 1

2ρ
2a2 ⇒ 1

2ab+
1
2ab− 1

2ρ2 b
2 ≤ 1

2ρ
2a2

(117)

The following substitutions are carried out: a = w1 and b = ẽTP2B and the previous relation becomes

1
2w

T
1 B

TP2ẽ+
1
2 ẽ
TP2Bw1 − 1

2ρ2 ẽ
TP2BB

TP2ẽ ≤ 1
2ρ

2wT1 w1 (118)

The above relation is used in V̇ , and the right part of the associated inequality is enforced

V̇≤− 1

2
êTQ1ê− 1

2
ẽTQ2ẽ+

1

2
ρ2wT1 w1 (119)

Thus, Eq. (119) can be written as

V̇ ≤ −1

2
ETQE +

1

2
ρ2wT1 w1 (120)

where
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E =

(
ê
ẽ

)
, Q =

(
Q1 0
0 Q2

)
= diag[Q1, Q2] (121)

Hence, the H∞ performance criterion is derived. For ρ sufficiently small Eq. (119) will be true and the
H∞ tracking criterion will be satisfied. In that case, the integration of V̇ from 0 to T gives

∫ T
0 V̇ (t)dt ≤ − 1

2

∫ T
0 ||E||2dt+ 1

2ρ
2
∫ T
0 ||w1||2dt⇒

2V (T )− 2V (0) ≤ −∫ T
0 ||E||2Qdt+ ρ2

∫ T
0 ||w1||2dt⇒

2V (T ) +
∫ T
0 ||E||2Qdt ≤ 2V (0) + ρ2

∫ T
0 ||w1||2dt

(122)

It is assumed that there exists a positive constant Mw > 0 such that
∫∞
0

||w1||2dt ≤Mw. Therefore for the

integral
∫ T
0
||E||2Qdt one gets

∫ ∞

0

||E||2Qdt ≤ 2V (0) + ρ2Mw (123)

Thus, the integral
∫∞
0 ||E||2Qdt is bounded and according to Barbalat’s Lemma

limt→∞ E(t) = 0 ⇒
limt→∞ ê(t) = 0
limt→∞ ẽ(t) = 0

(124)

Therefore limt→∞ e(t) = 0.

7 Simulation tests

The performance of the proposed adaptive neurofuzzy control scheme for the Doubly-fed induction genera-
tor, using only output feedback, has been evaluated through simulation experiments. Indicative numerical
values for the parameters of the considered doubly-fed induction generator model are given in Table I. The
turn speed of the rotor ω was considered to be measurable. Moreover, the magnetic flux of the stator ψsd
was considered to be computed from measurements of stator and rotor currents, following the procedure
that was explained in Section 3. The obtained experimental results are presented in Fig. 4 to Fig. 10. It
can be noticed that the proposed control scheme succeeded in all cases fast and accurate tracking of the
reference setpoints.

The treated control problem, that is (i) simultaneous estimation of the unknown dynamics of the generator
and estimation of the machine’s state vector, and (ii) use of this information by an adaptive control scheme,
is of elevated difficulty. The provided Lyapunov analysis has come to confirm the stability properties of
the control loop. The presented adaptive control method of the DFIG is a model-free one. This means
that no prior knowledge about the dynamic model of the generator is needed. Moreover, no knowledge is
needed about the mechanical torque exerted on the generator’s rotor (e.g. due to wind, steam or water
fall). Through the identification procedure that was analyzed in Section 5 it becomes possible to estimate
in real-time the unknown dynamical model of the generator and subsequently to use this information in the
control loop. Besides, this adaptive control method does not need to measure the complete state vector of
the generator and is based only on output feedback. The analyzed adaptive neurofuzzy control approach
exhibits robustness to external perturbation thus assuring the reliable functioning of the generator under
harsh conditions.
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Table I: Ratings of the modeled DFIG
Rated power 15.5kW
Number of Pole pairs 4
Stator Resistance 0.58Ω
Stator Inductance 13·mH
Rotor Resistance 1.30Ω
Rotor Inductance 3·mH
Mutual Inductance 10·mH
Rotor’s inertia 20.0kg·m2

Remark 1 : PID control is not the recommended solution to the problem of stabilization and control of the
DFIG nonlinear dynamics. The stability analysis of PID control schemes is usually performed considering
a locally linearized description of the system’s dynamics in the form of a transfer function and by applying
next s-frequency domain stability analysis criteria (e.g. analytical computation of phase and gain margin
stability conditions, or graphical methods such as the Nyquist, Bode and root-locus diagrams). The valid-
ity of such stability analysis methods is only local. The nonlinearities in the system’s dynamics imply that
multiple linearization points have to be considered and different transfer functions have to be computed
at the associated equilibria. The fact that the PID controller parameters are given fixed values, imposes
limitations to the disturbance (or model uncertainty) rejection capabilities of the associated control loop.
Moreover, the fact that the PID control signal is based on differentiation of the output error makes the
control vulnerable to measurement disturbances. For these reasons one cannot ascertain global asymptotic
stability features and robustness in PID control schemes and their application to non-trivial and nonlinear
control problems should be avoided.

Remark 2 : The proposed adaptive fuzzy control scheme for doubly-fed induction generators is shown to
satisfy the H-infinity tracking performance criterion which means improved robustness to model uncertain-
ties and external perturbations. Actually, the proposed control method is a model-free one and there is no
need for prior knowledge of the parameters’ values in the generator’s dynamic model. The only necessary
information is the order of the model (in the DFIG-case it is a 6-th order model). It is also proven that
by selecting the attenuation coefficient ρ in the Riccati equation to be sufficiently small one can always
assure that the first derivative of the control loop’s Lyapunov function is always upper bounded by zero.
The training of the neuro-fuzzy approximator is performed online and aims at identifying the unknown
system dynamics. This information is used next to invert the system’s dynamics thus implementing an
indirect adaptive control scheme. The training of the neuro-fuzzy network is the result of an optimization
procedure and actually the learning rates of the associated gradient algorithms are chosen such that the
Lyapunov function is always a decreasing one and its convergence to zero is assured.

Remark 3 : The considered neuro-fuzzy approximator is a four-layered one and is depicted in Fig. 2. In the
input layer, the input patterns (state vectors) to the neural network are aggregated. In the second layer, the
input patterns are fed into the Gaussian activation functions and their degree of matching with the centers
of these basis functions is concluded. Next, the membership degrees provided by the second layer of the
neural network are fed into the third layer of the network, where normalized is performed. This means that
the sum of all membership degrees should be equal to 1. Finally at the fourth layer of the approximator, the
unknown function describing the DFIG dynamics is computed. The output of the fourth layer is a linear
function of the weights connecting it to the preceding layer. These weights can be easily tuned with the
use of first order gradient algorithms. The learning rate of the gradient update is chosen according to the
Lyapunov stability analysis of the control loop and from the requirement the first order derivative of the
Lyapunov function to be always a negative one. This assures that the estimation error of the neuro-fuzzy
approximator will be minimized, while global asymptotic stability for the control loop will be also achieved.

Remark 4 : The control inputs to the DFIG,denoted as vrd and vrq are generated by an AC/DC/AC con-
verter. However there is no particular reason for extending the state-space model of the considered DFIG
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Figure 4: Tracking of setpoint 1 (red lines) from state variables of the DFIG (blue lines): (a) rotor’s speed
x1 and its derivative x2 (b) magnetic flux of the stator x3 and its derivative x4.
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Figure 5: Tracking of setpoint 2 (red lines) from state variables of the DFIG (blue lines): (a) rotor’s speed
x1 and its derivative x2 (b) magnetic flux of the stator x3 and its derivative x4.
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Figure 6: Tracking of setpoint 3 (red lines) from state variables of the DFIG (blue lines): (a) rotor’s speed
x1 and its derivative x2 (b) magnetic flux of the stator x3 and its derivative x4.
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Figure 7: Tracking of setpoint 4 (red lines) from state variables of the DFIG (blue lines): (a) rotor’s speed
x1 and its derivative x2 (b) magnetic flux of the stator x3 and its derivative x4.
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Figure 8: Tracking of setpoint 5 (red lines) from state variables of the DFIG (blue lines): (a) rotor’s speed
x1 and its derivative x2 (b) magnetic flux of the stator x3 and its derivative x4.
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Figure 9: Tracking of setpoint 6 (red lines) from state variables of the DFIG (blue lines): (a) rotor’s speed
x1 and its derivative x2 (b) magnetic flux of the stator x3 and its derivative x4.
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Figure 10: Tracking of setpoint 7 (red lines) from state variables of the DFIG (blue lines): (a) rotor’s speed
x1 and its derivative x2 (b) magnetic flux of the stator x3 and its derivative x4.

control system by including in it the description of the AC/DC/AC converter. The control of AC/DC and
DC/AC converters has been extensively analyzed in other publications of the authors and has been treated
both with global and with approximate linearization methods. The control input that should be given to
the DFIG is the setpoint that the controller of the AC/DC/AC converter has to achieve. On the other side,
it should not be overlooked that the proposed adaptive fuzzy control method for the DFIG is a model-free
one and there is no need for prior knowledge of the generator’s state-space model and of its parameters.
Despite the lack of knowledge about the system’s dynamics, Lyapunov stability analysis demonstrates that
global asymptotic stability is achieved.

Remark 5 : The control of the DFIG is finally implemented through an AC/DC/AC converter ([42-49]).
This means that the control signal that is computed by the proposed adaptive neurofuzzy control method
has to be generated by the aforementioned converter [42-49]. This is a secondary control problem because
the control signal for the DFIG becomes the reference setpoint for the converter. In turn the converter’s
control can be achieved by using nonlinear control methods and applying the PWM (Pulse Width Modula-
tion) technique. Recommended nonlinear control approaches for the converter’s dynamics are those based
on global linearization (e.g. differential flatness theory), those based on approximate linearization (e.g.
nonlinear H-infinity control) and those based on Lyapunov methods (e.g. converter’s adaptive neurofuzzy
control). These approaches have been extensively analyzed in [50]. Such nonlinear control methods assure
that the converter’s functioning will remain robust to model uncertainty, parametric changes or external
perturbations. According to the above there is no need to examine jointly the control of the converter and
of the DFIG. In the same context there is no need to develop a joint state-space model for the generator
and the converter. This would make the whole endeavour of adaptive neurofuzzy control of the DFIG un-
necessarily complicated because one would have to work with state-space models of elevated dimensionality.

8 Conclusions

The increasing needs in energy supply and the rapid deployment of renewable energy systems has turned
control of power generators into a problem of primary importance in the area of control and power engineer-
ing. Common model-free control approaches of the PID-type have been proven insufficient for the case of
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variable operating conditions of the power generators and their functioning under unmodelled disturbances.
The present article has presented a model-free control method for Doubly-fed induction generators which
is based on differential flatness theory and on adaptive control theory. In this approach it was assumed
that only the order of the DFIG’s model was known, whereas its parameters and the differential equations
constituting its state-space description were completely unknown. It was proven that the DFIG’s model is
a differential flat one and by exploiting the differential flatness properties its transformation to the linear
canonical form has become possible.

In this new linearized form the DFIG’s inputs contained unknown nonlinear functions which describe the
system’s nonlinear dynamics. These unknown terms were identified with the use of neurofuzzy approxima-
tors and the estimated functions’ values were fed into a feedback controller, thus implemented an indirect
adaptive control scheme. The learning of the approximators was determined by the requirement to have al-
ways a negative first-rder derivative for the system’s Lyapunov function. To cope with the non-measurable
elements in the state vector being fed in the controller a state observer was used in the control loop. To
robustify the control loop an additional control term was used, being computed in accordance to H-infinity
control theory. The stability of the aggregate control scheme was proven with the use of Lyapunov analysis.
Through simulation experiments the excellent performance of this DFIG contol scheme has been confirmed.
Taking into account that in real operating conditions one cannot assume knowledge of the generator’s exact
model and that parametric variations and external perturbations disrupt the generator’s functioning, the
significance of the proposed model-free control approach becomes apparent.
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1. Introduction

Use of Double Star Induction Motor (DSIM) drives, especially
for high-power applications, has increased considerably over the
past 40 years [1–7]. This type of machine is  composed of two
windings with a  30 electrical degree phase shift. These windings
are generally fed by  a six-phase inverter supply in  variable speed
drives [4,5,7–11]. Characteristics, modeling, control and perfor-
mance of DSIM are extensively covered in  [1–3,5,6,8,9,12–16]. The
main advantages of this motor are: (1) reduced torque ripple; (2)
reduced rotor harmonics as they can be filtered; (3) reduced har-
monic content of the DC-link current; and (4) increased reliability
as the larger number of phases of this machine allows operation
with one or more phases in fault [1–7,11–13,16,17]. With these
principal advantages, the drive technique with two Double Star
Induction Motors operating in parallel and fed by  a  single six-phase
PWM based inverter can be used in several applications especially

∗ Corresponding author. Tel.: +00770284829.
E-mail addresses: tir-zoheir@univ-eloued.dz (Z.  Tir), maliko@ucalgary.ca

(O.P. Malik), eltamaly@ksu.edu.sa (A.M. Eltamaly).
1 Tel: +1 403 220 6178.
2 Tel: +00966 14676828.

in  the field of high power electric/hybrid vehicles, rolling stock
traction systems such as locomotive and electric ship propulsion
[3,7,14,17,18].  For these applications, the parallel DSIM drive tech-
nique can reduce the duplicated components such as inverter, input
filter, protection circuit, and help to  reduce the cost of the system
[19–22].

In  recent years, various parallel configurations have been
widely proposed for two  multi-phase machines drive to  feed
them from a single inverter [7,18–32].  Among multi-phase
machines; five-phase and six-phase machines are more common.
A parallel configuration to feed two five-phase motors from a
single inverter is suggested in  [18,32],  and sliding mode con-
trol based speed control of two six-phase motors connected in
parallel to  a  single inverter supply is  proposed in [7]. These
parallel configurations provide decoupled control of flux and
torque for each machine and their performance is  evaluated
experimentally.

Speed control of indirect field oriented controlled DSIMs con-
nected in parallel to  a single six-phase inverter supply using Fuzzy
Logic Control (FLC) is  investigated in this paper. This system is
suitable for applications using dual DSIMs with the advantage of
compactness, lightness and economy [19–21].

FLC is  based on linguistic rules with an IF-THEN general config-
uration [33].  Its principal advantage resides in  the fact that it does

http://dx.doi.org/10.1016/j.epsr.2016.01.013
0378-7796/© 2016 Elsevier B.V. All  rights reserved.
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not need a precise mathematical model of the nonlinear dynamic
plant such as an electric machine [34].  It can also handle arbitrarily
complex nonlinearity. Moreover, it is robust and as proposed in
this paper, the fuzzy output is obtained by  4 fuzzy rules. Robust-
ness of the proposed controller is checked in terms of DSIMs’ speed
and load variations connected in parallel. Speed performance of
the DSIMs with FLC is also compared with that obtained using the
commonly employed PI  controller.

The paper is organized as follows. System configuration is
described in Section 2 with the model of the DSIM given in  Sec-
tion 3. The DSIM field oriented control is  described in  Section 4 and
details of the two controllers (FLC and PI) are given in Section 5
followed by the presentation of results and discussion in  Section 6.
The conclusions are  drawn in Section 7.

2. System configuration

A schematic diagram of the Indirect Field Oriented Control
(IFOC) of dual motors connected in  parallel to  a  single six-
phase inverter supply is shown in  Fig. 1.  This method has been
adopted in order to avoid the over magnetization of these motors
[23].  This method is characterized by the slip angular speed
calculation, the stator flux angle calculation and the rotor angu-
lar speed calculation. Speeds of the two DSIMs are measured
using sensors. The torque reference of each DSIM is calculated
from the difference between reference speeds. FLC  or PI  con-
trollers are used in the speed control loops for the DSIMs as
shown in the figure. The other blocks in  the figure can be
found in  the conventional field vector control method, such as
[1].

Studies of the drive system in the PWM mode in  the middle
speed region and in the single pulse mode in  the high speed region
are performed. The robustness of the proposed method is  checked
in terms of motor speed and load variations.

3. Modeling of the DSIM

Electrical equations used to  model each DSIM in the Park refer-
ence frame are [9]:

vds1 = Rsi
M
ds1 + d�M

ds1
dt

–ωs�
M
qs1 (1)

vds2 = Rsi
M
ds2 + d�ds2

dt
–ωs�

M
qs2 (2)

vqs1 = Rsi
M
qs1 +

d�M
qs1

dt
+  ωs�

M
ds1 (3)

vqs2 = Rsi
M
qs2 +

d�M
qs2

dt
+  ωs�

M
ds2 (4)

0 = RriMdr + d�M
dr

dt
– (ωs −  ωr−M) �M

qr (5)

0 = RriMqr + d�M
qr

dt
+ (ωs − ωr−M) �M

dr (6)

where the stator and rotor flux linkages are expressed as [9]:

�ds1 =  Lsi
M
ds1 +  Lm

(
iMds1 + iMds2 +  iMdr

)
(7)

�ds2 =  Lsi
M
ds2 +  Lm

(
iMds1 + iMds2 +  iMdr

)
(8)

�qs1 = Lsi
M
qs1 +  Lm

(
iMqs1 + iMqs2 + iMqr

)
(9)

�qs2 = Lsi
M
qs2 +  Lm

(
iMqs1 + iMqs2 + iMqr

)
(10)

�dr = Lr iMdr +  Lm

(
iMds1 +  iMds2 + iMdr

)
(11)

�qr = Lr iMqr + Lm

(
iMqs1 + iMqs2 + iMqr

)
(12)

The electromagnetic torque of each DSIM can be obtained by:

Tem−M = PM
Lm

Lm +  Lr

[(
iMqs1 + iMqs2

)
�M

dr −
(

iMds1 + iMds2

)
�M

qr

]
(13)

Fig. 1. Block diagram of the indirect flux oriented control of DSIMs.
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Fig. 2. Current flows for parallel connected dual DSIMs.

The mechanical equation of each motor is  expressed by:

J
d˝M

dt
+ kf ˝M =  Tem−M − TL−M (14)

where ωs is the synchronous reference frame; Ls and Lr are stator
and rotor inductances, respectively; Lm is  the resultant magnetiz-
ing inductance; PM is the number of pole pairs; J  is the moment of
inertia; kf is the total viscous friction coefficient; TL − M is the load
torque; �r − M is  the rotor electrical angular speed; ˝M is  the rotor
mechanical angular speed, and M denotes DSIM-1 or DSIM-2.

All these parameters are for each of the two DSIMs.
The currents, is1 and is2,  flowing in each motor can be expressed

by is which flows equally in both motors, and �is1 and �is2 which
circulates between the two  motors. Currents flowing in  the parallel
connected DSIMs are shown in Fig. 2 and the relationship of these
currents is given below:

is1 = iM1
s1 + iM2

s1 , is2 =  iM1
s2 +  iM2

s2 ,

�is1 = iM2
s1 − iM1

s1
2

and �is2 = iM2
s2 −  iM1

s2
2

4. Dual DSIMs’ field oriented control

4.1. Reference-frame

By choosing the orientation of the rotor flux linkage, the elec-
tromagnetic torque and rotor flux linkage will be linked directly to
the stator current components. Assuming the rotor flux linkage is
aligned with the d-axis [9]:

�dr = �∗
r (15)

�qr = 0 (16)

Thus,

�∗
r = �∗

r1 +  �∗
r2

2

where �∗
r1 and �∗

r2: Rotor flux linkages of DSIM-1 and DSIM-2,
respectively.

Note: The DSIMs’ control principle is similar to  the well-known
rotor IFOC used for the conventional electric machines.

4.2. Control strategy

The reference voltages (v∗
ds1, v∗

qs1, v∗
ds2 and v∗

qs2)  are derived by
substituting Eqs. (15) and (16) in Eqs. (1)–(4)

v∗
ds1 = Rsids1 +  Ls

dids1

dt
–ω∗

s

(
Lsiqs1 + Tr�∗

r ω∗
sl

)
(17)

v∗
qs1 =  Rsiqs1 + Ls

diqs1

dt
–ω∗

s (Lsids1 + �∗
r ) (18)

v∗
ds2 = Rsids2 +  Ls

dids2

dt
–ω∗

s

(
Lsiqs2 + Tr�∗

r ω∗
sl

)
(19)

v∗
qs2 =  Rsiqs2 + Ls

diqs2

dt
–ω∗

s (Lsids2 + �∗
r ) (20)

where ids1 = iM1
ds1 +  iM2

ds1, iqs1 = iM1
qs1 + iM2

qs1, ids2 =  iM1
ds2 +

iM2
ds2 and iqs2 = iM1

qs2 + iM2
qs2

Tr = Lr

Rr
(21)

Tr denotes the rotor time constant.
The component references of stator current and slip speed ω∗

sl
can be expressed as:

ω∗
sl = RrLm

(Lm + Lr) �∗
r

i∗qs (22)

i∗ds = 1
Lm

�∗
r (23)

i∗qs = (Lm + Lr)
PLm�∗

r
T∗

em (24)

The d–q axes currents are referred as flux-producing
(

i∗
ds

)
and

torque-producing
(

i∗qs

)
components of the DSIMs’ stator currents,

respectively.
To generate the reference voltage vectors (v∗

ds1, v∗
qs1, v∗

ds2 and
v∗

qs2)  the PI controller is  introduced as shows in Fig. 3.

5. Controller design

5.1. PI  controllers

Each DSIM drive has two  controllers: the first is  the current con-
troller or  the inner-loop controller, Fig. 4,  and the second is  the
speed controller or the outer-loop controller, Fig. 5.

The PI controller of the current (is), in the inner-loop shown in
Fig. 4,  is designed first.

Transfer function of the PI controller is:

Gc (s) = KP + Ki

s
=  KP

(
1 + 1

Tis

)
= KP

(
1 + Tis

Tis

)
(25)

where, Kp and Ki represent, respectively, the proportional and
integral gains, and Ti represents the integral time of  the current
controller.

The transfer function of the system (DSIM) is  presently defined
as follows:

Gs (s) = is
vs

= 1
Rs + sLs

= K

1 + s�s
(26)

where K  =  1/Rs and �s =  Ls/Rs are the system gain and time constant,
respectively.

The open-loop transfer function (Gol (s)) of the system is:

Gol (s) = Gc (s) Gs (s) = KP

(
1 + Tis

Tis

)  (
K

1 + �ss

)
(27)
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Fig. 3. IFOC of the DSIMs [6].

Fig. 4. Current PI  controller block diagram.

Fig. 5. Speed PI controller block diagram.

Let

(1 + Tis) = (1 + �ss) (28)

The closed-loop transfer function (Gcl (s)) of the system is:

Gcl (s) = Gol (s)
1 + Gol (s)

= 1

1 +
(

Ti/Kp ·  K
)

s
= 1

1 + T0s
(29)

where,

T0 = Ti

Kp.K
(30)

T0 is  the time constant of the closed-loop system.
According to Eqs. (25),  (28) and (30),  gains of the PI  controller

are as follows:

Kp = �s

KT0
(31)

Ki = Kp

Ti
(32)

Note: The value of T0 is  the same as the time constant of the
system �s,  [35].

The PI controller of the speed (ωs), in  the outer-loop shown in
Fig. 5,  is implemented in  the same way as the current controller.

The transfer function of the system (DSIM) is  presently defined
as follows:

Gsω (s) = 1
kf +  sJ

= Kω

1 + s�sω
(33)

where Kω =  1/kf and �sω = J/kf are the system gain and time constant,
respectively.
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Table 1
Parameters of the PI  controller.

Kp Ki

Speed control loop 13.26 [kg m2/s] 0.20 [(kg m2)/s2]
Currents control loop 11.96 [H/s] 379.92 [H/s2]

Fig. 6.  Fuzzy Logic Controller.

Fig. 7. Block diagram of FLC.

Finally, the gains of the speed controller are calculated as:

Kpω = �sω

KωT0ω
(34)

Kiω = Kpω

Tiω
(35)

Parameters of the PI  controllers are given in  Table 1.

5.2. Fuzzy Logic Controller

Fuzzy logic theory, based on the strategy of expert knowledge to
take decision, was first developed and proposed in [36].  FLC, Fig. 6,
is an interesting alternative to the conventional controllers such
as PI, which may  not yield fully acceptable control performance if
the controlled dynamic plant is highly non-linear, uncertain and
operates over a wide range [33, 34].

FLC using the product-sum-gravity inference method consists
of four blocks: fuzzification, knowledge base, inference mechanism
and deffuzification, as shown in  Fig. 7 [8].

The input variables of FLC  are the error, eN,  and changes in error,
ecN, signals. The output variable is generated from fuzzy rule base
and product-sum-gravity method. After the control is  computed,
defuzzifier is  used to obtain the crisp signal.

The speed error and error change signals are defined as:

e (k) = ˝ref (k) − ˝ (k) (36)

ec (k) = e (k) − e (k −  1) (37)

where  ̋ presents the rotor mechanical angular speed. The corre-
sponding output (Uf)  is the torque component Tem−M.

The inputs and the output are related as:

UfN (t) = f (e (t) ,  ec (t)) (38)

Fig. 8. Product-sum-gravity method.

The relationship between scaling factors and the input and out-
put variables of the controller are as follows:

eN = Kee, ecN = Kecec and Uf =  ˛UfN

The scaling factors (SFs) Ke and Kec are used to  normalize the
error e(t) and error changes ec(t), respectively. Notice that the nor-
malized inputs, (e, ec), remain within the limits of −1 to +1.

The adequate values of Ke, Kec and  ̨ can be calculated as below:

Ke = 1
˝N

= 1
104

= 0.0096
[
s/rd

]
(39)

Kec = 1
�˝max

= 3e − 4
[
s2/rd

]
(40)

where �˝max =  ˝k −  ˝k−1

 ̨ =  Uf max =  1380 (41)

The product-sum-gravity method is shown in Fig. 8  [37–40].
The product-sum-gravity method for the following fuzzy rules

has the form [33,38–40]:

If eN is ANB and ecN is BNB then UfN is UNB.
If  eN is APB and ecN is  BPB then UfN is  UPB.
If  eN is ANB and ecN is BPB then UfN is UZE.
If eN is APB and ecN is  BNB then UfN is UZE.

where Ai, Bi are the membership functions (MFs) of eN and ecN,
respectively, and UfN is MF of the output variable of  the fuzzy con-
troller.

The membership functions used for input and output fuzzy sets
are presented in Fig. 9.

The next stage after processing the inputs through knowledge
base and inferencing mechanism is that of de-fuzzification. In this
paper, the defuzzification method chosen is the center of gravity
[8,41].  Therefore, the control output UfN can be calculated as:

UfN =
∑4

k=1�
(

UfN (k)
)

UfN (k)∑4
k=1�

(
UfN (k)

) (42)

where �
(

UfN (k)
)

is the output membership value for kth rule and
UfN (k) denotes the output value of FLC.

The linear control surface of output (UfN) of the FLC controller
based on only four rules is shown in Fig. 10 with respect to product-
sum-gravity (PSG) method [38,42,43].
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Fig. 9. Membership functions for:  (a)  eN , (b) ecN and output UfN .

Fig. 10. Control surface of FLC controller.

The benefit of using an FLC  over a  PI or PID controller is that its
control surface is modifiable and can provide better performance
than PI/PID controller when the system is (i) of a higher order than
two, (ii) has oscillatory modes and (iii) has a  long dead time [42,43].

6. Simulation results and discussion

In order to show the feasibility of the proposed FLC controller,
simulation studies of the drive system based on the DSIMs (Fig. 1)
were carried out using MATLAB/Simulink. Each DSIM is  rated at
5.5 kW.  Parameters used in the simulation studies are shown in
Table 2 [14]:

Comparative performance with FLC and PI controllers for tests
performed under the same conditions is  studied. The response of
each DSIM is observed under different operating conditions such
as a step change in the command speed or a  sudden change in the
load.

Results of a  set of tests of step changes in speed reference are
shown in  Figs. 11 and 12 for the two motors. Variation in the
reference speed of the machines is chosen as: (t  C-- [0 0.4] sec,

 ̋ = 50 rad/s) and (t C-- [0.4 3] sec,  ̋ =  100 rad/s). In  these tests
the performance of the two controllers is  evaluated in terms of
speed response. It can be seen that amplitude of transient oscilla-
tions of speed is  lower with FLC which also has better rejection of

Table 2
DSIM parameters used in simulation.

Quantity Symbol and magnitude

Rated voltage Vn =  220 V
Rated  current In =  6 A
Rated speed Nn =  1000 rpm
Number of poles P = 6
Rated  Frequency f =  50 Hz
Stator resistance Rs = 2.03 �
Rotor resistance Rr = 3 �
Stator inductance Ls =0.0147 H
Rotor  inductance Lr = 0.0147 H
Mutual inductance Lm = 0.2 H
Moment of inertia J =  0.06 kg m2

Coefficient of viscous friction kf =  0.006 N ms/rd

Fig. 11. Response to  a  stair of reference speed of DSIM-1.

Fig. 12. Response to  a  stair of reference speed of DSIM-2.

perturbations. The results demonstrate that the FLC controller
shows improvement, albeit small, in  performance compared to that
with the PI controller.

The estimated speeds deviate from the speed references when
the conditions of the each DSIM are different. Steady-state errors in
speed and electromagnetic torque variations are  interrelated due
to the motors being connected in  parallel and there being coupling
terms between the d-q axes of each motor.

Influence of the step changes in load reference on electromag-
netic torque of each motor is  shown in  Figs. 13 and 14.

Finally, the simulation results of the DSIMs connected in  parallel
associated to  IFOC using FLC and PI controllers were also analyzed
regarding load torques and speed variations. These results confirm
that the FLC controller demonstrates a  slightly better performance
under changing operating conditions and presents satisfactory per-
formance. Note that in Figs. 11 through 14 the first 0.4 s show the
response to change in  speed reference and after 1.0 s the response
to change in load reference.
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Fig. 13. Response to step change in load reference for DSIM-1.

Fig. 14. Responses to step change in load reference for DSIM-2.

Table 3
Comparison of performance index.

Controllers IAE ISE ITAE

PI 14.6 1100 1.25
FLC 7.2  270 1.14

Performance with each controller is also analyzed through the
use of Integral Squared Error (ISE), Integral Absolute Error (IAE)
and Integral Time-weighted Absolute Error (ITAE), and the results
described in  Table 3 confirm the improved performance with the
FLC.

7. Conclusions

Comparison of the performance of two indirect field oriented
controlled Double Star Induction Motors connected in parallel to a
single six-phase inverter supply using FLC  and PI based speed con-
trol is presented. It is  observed that in terms of speed reference
tracking of the dual DSIMs, FLC  gives a  better performance com-
pared to the PI controller. When the motors’ speed is modified, the
impact on the electromagnetic torque of the motors is important.

The results presented show that the Fuzzy Logic Control with
only four rules can provide an effective solution for devices using
DSIMs in  parallel such as electric/hybrid vehicles, traction locomo-
tives, rolling stock traction system and electric propulsion ships.
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Abstract An indirect field oriented control of a double star
induction motor drive with a conventional PI and fuzzy logic
controller based on four rules is presented in this paper. To
realize a control of this motor, a DC supply and a PWM
voltage source inverter (VSI) are introduced. Performance
of the proposed control schemes under load disturbances
and parameter variations is studied through simulations. The
simulation results regarding the speed response with both
controllers are presented and discussed.
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1 Introduction

Use of the double star induction motor (DSIM) drives,
especially for high-power applications, has considerably
increased over the past 40years [1,11]. The principal advan-
tages of these motors are (1) possible reduction of the torque
ripple, (2) enabling filter of rotor harmonic currents thus
reducing losses, (3) reduction of the harmonics content of
the dc-link current and (4) increased reliability and capabil-
ity of operation under one or more phases fault [1,3,8]. With
these advantages, theDSIMs are used in several applications,
especially those requiring high power such as electric/hybrid
vehicles, locomotive traction and electric ship propulsion
[2,11]. The DSIM is composed of windings spatially shifted
by 30 electrical degrees. These windings are generally fed
by two voltage source inverters (VSIs) for variable speed
operation [4,5].

In this paper, two control strategies, PI and fuzzy logic, are
considered to adjust the speed of the drive system. The fuzzy
logic controller (FLC) is based on the linguistic rules with
an IF-THEN general structure, which is the basis of human
logic [7]. Its main advantage resides in the fact that it does
not require an exact mathematical model of the system, it
can handle an arbitrary complex nonlinearity and moreover,
it is robust. However, a disadvantage of this control scheme
is that the value of fuzzy output is commonly obtained by
49 fuzzy rules, as proposed in [13]. This requires a high-
speed microprocessor to obtain good results and makes it
an expensive solution. To avoid this problem, a fuzzy logic
controller based on only four linguistic rules is proposed in
this paper. The robustness of the proposed controller tomotor
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Fig. 1 Indirect field-oriented control of DSIM drive Block diagram

parameter variations is verified. The schematic diagram of an
indirect field-oriented control (IFOC) drive for DSIM using
conventional PI and fuzzy logic controllers is shown in Fig. 1.

This paper is organized as follows: The DSIM model is
provided in Sect. 2, and the DSIM IFOC is presented in Sect.
3. Next, the proposed fuzzy logic structure is given in Sect. 4,
and the results are presented and discussed in Sect. 5. Finally,
conclusions are presented in Sect. 6.

2 Modelling of the DSIM

The electrical equations used to model the DSIM in the Park
reference frame are [5]

vds1 = Rsids1 + dφds1

dt
− ωsφqs1 (1)

vds2 = Rsids2 + dφds2

dt
− ωsφqs2 (2)

vqs1 = Rsiqs1 + dφqs1

dt
+ ωsφds1 (3)

vqs2 = Rsiqs2 + dφqs2

dt
+ ωsφds2 (4)

0 = Rridr + dφdr

dt
− (ωs − ωr )φqr (5)

0 = Rriqr + dφqr

dt
+ (ωs − ωr )φdr, (6)

where the stators and rotor flux linkages are expressed by
[5]:

φds1 = Lsids1 + Lm(ids1 + ids2 + idr) (7)

φds2 = Lsids2 + Lm(ids1 + ids2 + idr) (8)

φqs1 = Lsiqs1 + Lm(iqs1 + iqs2 + iqr) (9)

φqs2 = Lsiqs2 + Lm(iqs1 + iqs2 + iqr) (10)

φdr = L ridr + Lm(ids1 + ids2 + idr) (11)

φqr = L riqr + Lm(iqs1 + iqs2 + iqr), (12)

and the electromagnetic torque is [5]:

Tem = p
Lm

Lm+L r

[
(iqs1+iqs2)φdr − (ids1+ids2)φqr

]
(13)

The mechanical dynamic equation is expressed by [5]

J
dΩ

dt
+ kfΩ = Tem − TL, (14)

where �s , �r are the synchronous reference frame and rotor
electrical angular speeds, respectively; Ls and L r are the sta-
tor and rotor inductances; Lm is the resultant magnetizing
inductance; p is the number of pole pairs; J is the moment
of inertia; TL is the load torque and Kf is the total viscous
friction coefficient.

123



Electr Eng

3 DSIM field-oriented control

3.1 Reference frame

By adopting a rotor field-oriented control, the electromag-
netic torque and rotor field will be linked directly to the stator
current components. Assuming the rotor flux is aligned with
the d-axis [5],

φdr = φ∗
r (15)

φqr = 0 (16)

TheDSIMcontrol principle is similar to thewell-known rotor
FOC used for the IM.

3.2 Control strategy

The reference voltages (v∗
ds1, v

∗
qs1, v

∗
ds2 and v∗

qs2) are derived
by substituting (15) and (16) in (1)–(4) [5]:

v∗
ds1 = Rsids1 + Ls

dids1
dt

− ω∗
s (Lsiqs1 + Tr∅∗

rω
∗
sl) (17)

v∗
qs1 = Rsiqs1 + Ls

diqs1
dt

− ω∗
s (Lsids1 + ∅∗

r ) (18)

v∗
ds2 = Rsids2 + Ls

dids2
dt

− ω∗
s (Lsiqs2 + Tr∅∗

rω
∗
sl) (19)

v∗
qs2 = Rsiqs2 + Ls

diqs2
dt

− ω∗
s (Lsids2 + ∅∗

r ), (20)

where

Tr = L r

Rr
(21)

Tr denotes the rotor time constant.
The component references of slip speed ω∗

sl and stator
current can be expressed as [5]

ω∗
sl = RrLm

(Lm + L r)∅∗
r
i∗qs (22)

i∗ds = 1

Lm
∅∗
r (23)

i∗qs = (Lm + L r)

PLm∅∗
r

T ∗
em, (24)

where

i∗ds = i∗ds1 + i∗ds2 (25)

i∗qs = i∗qs1 + i∗qs2 (26)

The d−q axes currents are referred as flux-producing (i∗ds)
and torque-producing (i∗qs) components of the stator current,
respectively.

To generate two sets of voltage vectors (v∗
ds1, v

∗
qs1andv

∗
ds2,

v∗
qs2) two independent pairs of PI or FLCcontrollers are intro-
duced as shown in Fig. 2.

4 Controller design

4.1 PI conrollers

The DSIM drive has two controllers: the first is the speed
controller or the outer-loop controller, Fig. 1, and the second
is the current controller or the inner-loop controller, Fig. 2.

The PI controller of the current (is), in the inner-loop
shown in Fig. 3, is designed first.

Transfer function of the PI controller is

Gc(s) = KP + Ki

s
= KP

(
1 + 1

Tis

)
= KP

(
1 + Tis

Tis

)
,

(27)

where Kp and Ki represent, respectively, the proportional
and integral gains, and Ti represents the integral time of the
current controller.

The transfer function of the system (DSIM) is presently
defined as follows:

Gs(s) = is
vs

= 1

Rs + sLs
= K

1 + sτs
, (28)

where K = 1/Rs is the system gain and τs = Ls/Rs is the
time constant.

The open-loop transfer function (Gol(s)) of the system is:

Gol(s) = Gc(s)Gs(s) = KP

(
1 + Tis

Tis

)(
K

1 + τss

)
(29)

Let

(1 + Tis) = (1 + τss) (30)

The closed-loop transfer function (Gcl(s)) of the system is

Gcl(s)= Gol(s)

1 + Gol(s)
= 1

1 + (Ti/Kpτs)s
= 1

1 + T0s
, (31)

where

T0 = Ti
Kpτs

(32)

T0 is the time constant of the closed-loop system.
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Fig. 2 IFOC based on PI/FLC controllers [5]

According to (30) and (32), gains of the PI controller are
as follows:

Kp = τs

K T0
(33)

Ki = Kp

Ti
(34)

Note The value of T0 is of the same as the time constant
of the system τs [14].

The PI controller of the speed, (ωs), in the outer-loop
shown in Fig. 4, is implemented in the same way as the cur-
rent controller.

The transfer function of the system (DSIM) is presently
defined as follows:

Gsω(s) = 1

f + s J
= Kω

1 + sτsω
, (35)
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Fig. 3 Current PI controller block diagram

Fig. 4 Speed PI controller block diagram

where Kω = 1/ f is the system gain and τsω = J/ f is the
time constant.

Finally, the gains of the speed controller are calculated as

Kpω = τsω

KωT0ω
(36)

Kiω = Kpω

Tiω
(37)

4.2 Fuzzy logic controller

The fuzzy logic theory is based on the strategy of artificial
intelligence andwas first proposed in [10]. The FLC seems to
be an interesting alternative to the PI controller, which cannot
yield good control performances if the controlled system is
highly nonlinear and uncertain [11,12]. Block diagram of the
FLC is shown in Fig. 5.

The FLC using the product-sum-gravity inferencemethod
consists of four blocks: fuzzification, interface, knowledge
base and inference, as shown in Fig. 6 [4,9,10].

Fig. 6 Block diagram of fuzzy logic controller

The input variables of FLC are the error, eN(t), and error
change, ecN(t), signals and the output variable is generated
from fuzzy rule base. After the defuzzifier, the crisp signal is
acquired.

The error and error change signals are defined as

e(k) = xref(k) − x(k) (38)

ecx (k) = ex (k) − ex (k − 1), (39)

where x presents the current components (ids1, iqs1, ids2and
iqs2) and the speed component �r . The corresponding out-
puts (Ux ) are the voltage components (vds1, vqs1, vds2 and
vqs2) and the torque component Tem

The inputs and the output are related as

Ux (t) = f (exN (t), ecxN (t)) (40)

The relationship between scaling factors and the input and
output variables of the controller are as given below:

exN = Keex , ecxN = Kecex and Ux = αUxN

Fig. 5 Fuzzy logic controller block diagram
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Fig. 7 Membership functions for a exN, b ecxN and c output UxN

The scaling factors (SFs) Ke and Kec are used to normalize
the error ex (t) and error change ecx (t), respectively. Notice
that the inputs (ex, ecx) remain within the limits of −1 to +1
(normalization).

The appropriate values of Ke, Kec and α can be calculated
as

Ke = 1

xmax
(41)

Kec = 1

�xmax
(42)

α = Ux−max (43)

The fuzzy rules define the output of the controller according
to the inputs [4,10]. This can be realized by the following
rules:

If eN is ANB and ecN isBNB then UxN is UNB.
If eN is APB and ecN isBPB then UxN is UPB.
If eN is ANB and ecN is BPB then UxN is UZE.
If eN is APB and ecN is BNB then UxN is UZE,

where Ai , Bi are the membership functions (MFs) eN , ecN ,
respectively, and UxN is MF of the output variable of the
fuzzy controller;

The membership functions used for the input and output
fuzzy sets are shown in Fig. 7.

The next stage after processing the inputs through knowl-
edge base and the inferencing mechanism is defuzzification.

Fig. 8 Control surface of FLC

In this paper, the defuzzification method chosen is the center
of gravity [4,9,10]. Therefore, the control output UxN can
be calculated as

UxN =
∑4

k=1 μ(�xk)�xk
∑4

k=1 μ(�xk)
(44)

The control surface of output UxN is shown in Fig. 8.

5 Simulation results and discussion

In order to show the feasibility of the proposed FLC, simula-
tions of the DSIM drive were carried under Matlab/Simulink
environment as shown in Fig. 9. TheDSIM is rated at 5.5kW.
These blocks are IFOC, PWM generator, Six-Phases VSI,
DSIM and load torque model.

The parameters used in the simulation are based on the
laboratory prototype used for experimentation and are given
in Table 1 [2]:

A set of tests performed under the same conditions using
PI and FLC controllers, respectively, is shown in Fig. 10.
The speed response is observed under different operating
conditions such as a sudden change in the speed command
or a step change in the load.

The first test compares the two controllers in terms of
speed response and demonstrates that the FLC has a better
performance and is more robust than the PI controller.

Influence of the speed variation on the electromagnetic
torque response is shown in Fig. 11. It is seen that transient
oscillations occur due to the coupling terms between the d−q
axes. The change in the reference speed is chosen as the
following: (t ε [0 1] s � =40 rad/s), (t ε [1 2] s � = 80 rad/s)
and (t ε [2 3] s� =100 rad/s). It can be seen that the amplitude
of transient oscillations is minimized with FLC due to its
better rejection of perturbations. Also, this result shows that
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Fig. 9 Block diagram of DSIM drive simulation in MATLAB/Simulink

Table 1 Parameters of the simulated motor

Quantity Symbol and magnitude

Rated voltage Vn = 220V

Rated current In = 6A

Rated speed Nn = 1000 rpm

Number of poles P = 6

Rated frequency f = 50Hz

Stator resistance Rs = 2.03�

Rotor resistance Rr = 3�

Stator inductance Ls = 0.0147H

Rotor inductance L r = 0.0147H

Mutual inductance Lm = 0.2H

Moment of inertia J = 0.06kgm2

Coefficient of viscous friction kf = 0.006Nms/rd

the DSIM drive using FLC has good quality and guarantees
stability under variable load and speed.

Results of a set of tests showing the impact of DSIM’s
parameters variations on dynamic/steady-state performances
with the two controllers is presented in Fig. 12. The value
of the rotor resistance is augmented by 50%. The DSIM is
running at 100 rad/s. The change in the load torque is realized
as follows: ([1 2] sec T ∗

em =15Nm). The results show that
parameter variations of the DSIM increase the transient state
of both controllers, but the robustness of theFLC toparameter
variations is completely verified and is better than that of the
PI controller.

Performances of the FLC and PI speed control when the
moment of inertia is augmented by 50% is presented in Fig.
13. It is shown that the FLC presents the same performances
obtained with and without moment of inertia variations.

Fig. 10 Simulated response to step reference speed

Finally, the simulation results of the IFOC DSIM using
PI and FLC controllers are analyzed regarding load torque,
speed and inertia moment variations. These results con-
firm that the FLC controller demonstrates robustness under
various operating conditions and shows a very satisfactory
performance.

6 Conclusions

Comparative performance of a FLC and a PI control associ-
ated with the IFOC of a DSIM is presented in this paper.
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Fig. 11 Simulated response to a stair of reference speed without load

Fig. 12 Simulated response for a step reference speed with an
increased rotor resistance (Rr +50%)

In terms of speed reference tracking with the DSIM, the
FLC gives a superior performance compared to the PI con-
troller. Speed variations affect the electromagnetic torque
in the PI-controlled drive more than that of FLC-controlled
drive. Hence, the FLC drive has better transient response and
stability. A robustness test, where the motor parameters are
modified, has also been performed. These changes induce

Fig. 13 Simulated response for a stair of reference speed with an
increased moment of inertia (J +50%)

time-response variations with PI controller more that with
the FLC controller.

The presented results show that an artificial intelligence
control method, such as FLC with only four rules, can be
a very attractive solution for devices using DSIM such as
electric/hybrid vehicles, traction locomotives and electric
propulsion ships. In fact, the majority of the studied DSIM
control schemes use classical PI controllers, but the compar-
ison done in this study shows that the limits of this type of
controller can have negative effects on the performance of
the DSIMs.

The control methodology proposed here can be simply
extended to other electric motors. Future work will address
the experimental implementation of this proposed control
scheme and the design of a speed sensorless controller.
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Abstract—In this paper, we present a Hybrid Power Filter 

(HPF) which consists of a combined system of Passive Filter 

(PF) and Series Active Power Filter (SAPF) has been 

designed by MATLAB/SIMULINK approach for harmonic 

and reactive power compensation. This filter is a three level 

PWM voltage source inverter and we use a Fuzzy Logic 

Controller (FLC) algorithm to control the harmonic 

voltages. The viability of the proposed algorithm is 

validated in this work. This combined system of filter is able 

to compensate the reactive power (showed that source 

voltage is sinusoidal and in phase with source current), and 

harmonics (voltage & current) for three phase of the non 

linear load current proposed with RL load. For the 

following voltage related problems in the power grid voltage 

flicker and voltage unbalance in three-phase systems are 

minimized under norm. The proposed solution has achieved 

an improvement of power quality in distribution system; 
 

Index Terms—active power filter, shunt passive power filter, 

power quality improvement, power factor, THD, fuzzy 

controller 

 

I. INTRODUCTION 

Power Quality is defined as the extent to which both 

the utilization and distribution distresses the electric 

power system affects the efficacy of electrical equipment. 

These power harmonics are called electrical pollution 

which will degrade the quality of the power supply. As a 

result, filtering process for these harmonics is needed in 

order to improve the quality of the power supply. 

Therefore, these harmonics must be mitigating. In order 

to achieve this, series or parallel configurations or 

combinations of active and passive filters have been 

proposed depending on the application type [1], [2]. 

Conventionally passive filters were used to reduce the 

Total Harmonic Deduction (THD) and compensate the 

reactive power. Passive filters were considered to most 

reliable, cost effective, robust, and can be easily 

maintained. But they suffer from certain disadvantages 

like create resonance with the system, they are bulky and 

the most prominent is that they are tuned for particular 

harmonic frequency [3].  

                                                           
 2015; revised May 1, 2016. 

Since the beginning of the 1980s, active power filters 

(APFs) have become one of the most habitual 

compensation methods [4]. A usual APF consists of a 

three-phase Pulse Width Modulation (PWM) voltage 

source inverter. The APF can be connected either in 

parallel or in series with the load. The first one is 

especially appropriate for the mitigation of harmonics of 

the loads called harmonic current source. In contrast, the 

series configuration is suitable for the compensation of 

loads called harmonic voltage source. However, the costs 

of shunt active filters are relatively high for large-scale 

system and are difficult to use in high-voltage grids.  

In addition, their compensating performance is better 

in the harmonic current source load type than in the 

harmonic voltage source load type [5]. 

II. HYBRID POWER FILTER TOPOLOGY 

DESCRIPTIONS AND MODELING 

A. Description of the HPF Topology 

Fig. 1 shows the topology of the combined system of a 

series active power filter and shunt passive filter, acting 

as zero impedance for the fundamental frequency and as 

high resistor for the harmonics frequencies. The HPF, 

which is supplied by a low power PWM inverter, is 

connected in series with the main supply and the non-

linear load through the current transformer. The passive 

filter connected in parallel to the load is used to damp the 

5
th

 and the 7
th

 harmonic of Vl because of their high 

amplitudes. 

 

Figure 1.  General configuration of a hybrid power filter 
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The series APF acts as a voltage source and inject a 

compensating voltage in order to obtain a sinusoidal load 

voltage. The developments in digital electronics, 

communications and in process control system have 

made the loads very sensitive, requiring ideal sinusoidal 

supply voltage for their operation [5], [6]. 

B. Modeling 

Fig. 2 shows the per-phase equivalent scheme of the 

studied topology. 

 

Figure 2.  Per-phase equivalent scheme 

where: 

es, is, Ls, Rs: Source voltage, source current, source  

inductance, and source resistance, 

Vs: Line voltage, 

Vl, il: Load voltage and load current, 

Vsl: Controllable voltage source representing the series 

active power filter, 

if, Cf, Lf: Shunt passive filter current, passive filter 

capacitance, and passive filter inductance. 

This equivalent scheme is modeled by (1) and (2): 

Vsl = Vs − Vl                                 (1) 

is = if + il                                   (2) 

where: 

Vs = es – (Rs ⋅ is) – (Ls dt/dis)                   (3) 

The voltage error is given by: 

ΔVsl = Vslref − Vsl                             (4) 

Vslref: is expressed by: 

Vslref = Vsh − Vlh                             (5) 

Vsh = k. ish                                  (6) 

Vsh, Vlh, ish: represent, respectively, the harmonic 

components present in Vs, Vl, and is. 

k: is a current sensor gain. 

C. APF Voltage References Determination 

The harmonic component Vslh of Vsl is defined by: 

Vslh = Vsl − Vslf                              (7) 

First, we extract the p-q components of Vsl : 

[
𝑉𝑠𝑙𝑝
𝑉𝑠𝑙𝑞

] = 𝐶𝑝𝑞𝐶32 [

𝑉𝑙𝑎
𝑉𝑙𝑏
𝑉𝑙𝑐

]                          (8) 

Cpq, C32 representing the Park matrix and Concordia 

matrix given respectively by: 

Cpq = [
sin⁡(ωt) −cos⁡(ωt)
−cos⁡(ωt) −sin⁡(ωt)

]                     (9) 

C32 = √2 3⁄ [
1 −1 2⁄ −1 2⁄

0 √3 2⁄ −√3 2⁄
]               (10) 

Next, decomposition of Vslp and Vslq into continuous 

components ⁡V̅slp , V̅slq  and alternative components ⁡⁡Ṽslp⁡ , 

Ṽslq  

Vslp = V̅slp+Ṽslp⁡                          (11) 

Vslq =V̅slq +Ṽslq                           (12) 

V̅slp  , V̅slq  are obtained via a second order low-pass 

filter. 

Then, the obtained three-phase fundamental 

components are presented below: 

[

𝑉𝑠𝑙𝑓𝑎
𝑉𝑠𝑙𝑓𝑏
𝑉𝑠𝑙𝑓𝑐

] = 𝐶23𝐶𝑝𝑞
−1 =[

V̅slp

V̅slq
]                   (13) 

Finally, this algorithm can be represented as shown in 

the block diagram of Fig. 3. 

 

Figure 3.  Block diagram of voltages references determination 

D. Inverter Control Using PWM 

The control method is aimed to control PWM inverter 

to produce the desired compensation voltage, in the 

output of series filter. This method is achieved by 

implementing a fuzzy logic controller [7]-[9] which starts 

from the difference between the injected voltage (Vinj) 

and the calculated reference voltage (Vslf) that determines 

the reference voltage of the inverter (modulating wave). 

This reference voltage is compared with two carrying 

triangular identical waves shifted one from other by a 

half period of chopping producing the control signal to 

control the on-off of the IGBT [10], [11].  

Fig. 4 shows the general block diagram of voltage 

control used.  

 

Figure 4.  PWM synoptic block diagram of voltage control 
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The control of inverter arm constituting the series 

active filter is summarized in the two following steps. 

- Determination of the intermediate signals Vi1 and Vi2. 

If error ≥ carrying 1 => Vi1 = 1 

If error < carrying 1 => Vi1 = 0 

If error ≥ carrying 2 => Vi2 = 0 

If error < carrying 2 => Vi2 =-1 

Determination of control signals of the switches Tij (j 

= 1, 2, 3, 4). 

If (Vi1+ Vi2) = 1 => Ti1 = 1, Ti2 = 1, Ti3 = 0, Ti4 = 0 

If (Vi1+ Vi2) = 0 => Ti1 = 0, Ti2 = 1, Ti3 = 1, Ti4 = 0 

If (Vi1+ Vi2) = -1 => Ti1 = 0, Ti2 = 0, Ti3 = 1, Ti4 = 1 

E. Fuzzy Control Application 

The FLC concept was proposed in 1965 that was based 

on a logical system called fuzzy logic. It is much closer 

in spirit to human thinking and natural language. FLC 

was deduced from fuzzy set theory. Fuzzy sets 

boundaries were undefined, ambiguous and useful for 

approximate systems design [12], [13]. FLC is used for 

the HPF in closed loop to control a constant DC voltage,  

improve the performance and reduce the THD of the 

current.  

The (e) and its derivation (de) are used as inputs for 

fuzzy process.  

Fig. 5 shows the synoptic scheme of fuzzy controller, 

which possesses two inputs (the error (e)). 

(e = Vslf –Vinj) and its derivative (de) and one output 

(the command (cde)). [9]  

 

Figure 5.  Fuzzy controller synoptic diagram 

Mainly, the three main features of FLC are 

Fuzzification, Fuzzy Inference Mechanism (Knowledge 

base) and Defuzzification. 

Fuzzification: The conversion process of a numerical 

variable to a linguistic variable. 

Rule Elevator: FLC uses linguistic variables as a 

control gain. The basic operations of FLC requires AND 

(∩), OR) U (and NOT (~) for evaluation fuzzy set rules. 

Defuzzification: The conversion process of linguistic 

variable to a numerical variable. 

Database: stores the definition of the triangular 

membership function for the fuzzifier and defuzzifier. 

Rule Base: stores the linguistic control rules required 

by rule evaluator. The 25 rules in this proposed controller 

are shown in Table I, is based on the error (e) sign, 

variation and knowing that (e) is increasing if its 

derivative (de) is positive, constant if (de) is equal to zero, 

decreasing if (de) is negative, positive if (Vslf > Vinj), zero 

if (Vslf = Vinj), and negative if (Vslf < Vinj), fuzzy rules are 

summarized in following table: 

TABLE I.  RULES BASE OF FUZZY CONTROL 

Cde de 

BN N Z P BP 

 

 

e 

BN BN BN N N Z 

N BN N N Z P 

Z N N Z P P 

P N Z P P BP 

BP Z P P BP BP 

With: (BN): Big negative; (N): Negative; (Z): Zero (P): Positive and 
(BP): Big positive  

 

Fig. 6 shows the membership Function of FLC used 

for the error (e = Vslf –Vinj) and its derivative (de), and 

one output (the command (cde)) 

 

Figure 6.  Membership function of FLC used 

III. SIMULATION RESULTS 

The simulation is carried out using a program working 

in MATLAB/SIMULINK environment. For non linear 

load we use a three phase diode rectifier with RL load.  

The simulation parameters are shown in the Table II. 

TABLE II.  SYSTEM PARAMETERS 

Source 

es 230 V 

Ls 5,5  mH 

Rs 3,6 Ω 

Load 
R 25 Ω 

L 55 mH 

Passive filter 
Lf5 ; Cf5 13,5 mH ;30 µF 

Lf7 ; Cf7 6,75 mH ;50 µF 

Turns Ratio of Coupling Transformer 1:1 

Switching Frequency 10 KH 

Current sensor gain k  5 

A. Without Filtering 

In Fig. 7 we present the waveform of the load current, 

load voltage; and the delay between voltage and current 

that represents the absorbed reactive power or power 

factor of the system. 

 

Figure 7.  Waveforms of load (current, voltage), and their delay 
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Fig. 8 shows the waveform of the three voltages on the 

same graph. In this figure we see that there are disruptive 

phenomena appear as flicker and voltage imbalance. 

 

Figure 8.  Voltages loads 

Fig. 9 shows the harmonic spectrum of current without 

filtering. 

 

Figure 9.  Harmonic spectrum of current  

The harmonic spectrum of current shows that the 

harmonics of order 5, 7, 11, 13 ...; are the most 

predominant harmonic and have larger amplitudes; 

because they are harmonics characteristics (following 

relationship 6K ± 1; k is an integer number); and return 

to the non linear load used (Three phase rectifier PD3).  

B. With Passive Filter (PF) Only 

The simulations results with passive filter only are 

presented in Fig. 10, Fig. 11 and Fig. 12. 

Fig. 12 shows the harmonic spectrum of current with 

passive filter only. 

After the use of the passive filtering (two resonant 

filter to rank harmonics 5 and 7); we clearly see the 

elimination of the current harmonics of order 5 and 7. 

 

Figure 10.  Waveforms of sources (current, voltage), and their delay 
with PF only 

 

Figure 11.  Voltages sources with PF only 

 

Figure 12.  Harmonic Spectrum of current with PF only 

C. With Hybrid Power Filter (HPF) 

The simulations results after filtering by using hybrid 

power filter are presented in Fig. 13-Fig. 16.  
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Figure 13.  Waveforms of sources (current, voltage), and their delay 
with HPF 

 

Figure 14.  Voltages sources with HPF 

Fig. 15 shows the waveform of the injected voltage by 

the series active series filter. 

 

Figure 15.  Voltages references of active series filter 

Fig. 16 shows the Harmonic Spectrum of current with 

Hybrid Power filter.  

 

Figure 16.  Harmonic spectrum of current with HPF 

In Table III and Table IV we present the simulations 

results before and after filtering for currents and voltages 

harmonics. 

TABLE III.  SIMULATION RESULTS OF HARMONICS CURRENTS 

Harmonic Currents  Without 

Filtering 
With PF Only With HPF 

5 19,00 % 0,26 % 0,19 % 

7 12,29 % 0,32 % 0,03 % 

11 6,63 % 2,19 % 1,54 % 

13 4,93 % 1,74 % 1,27 % 

17 3,35 % 0,71 % 0,97 % 

19 2,03 % 0,77 % 0,59 % 

THDi 24,46 % 3,40 % 2,19 % 

TABLE IV.  SIMULATION RESULTS OF HARMONICS VOLTAGES 

Harmonic Voltages Without  

Filtering 
With PF Only With HPF 

5 1,14 % 0,85 % 0,67 % 

7 0,48 % 0,76 % 0,28 % 

11 4,08 % 3,42 % 2,42 % 

13 3,34 % 2,77 % 1,94 % 

17 2,12 % 3,50 % 1,29 % 

19 1,88 % 2,03 % 1,07 % 

THDv 7,49 % 6,74 % 4,27 % 

 

It summarizes in the Table V; harmonic minimization 

rate with the use of only passive filtering (PF) and hybrid 

Power filtering (HPF). 

TABLE V.  EFFICIENCY OF THE FILTERS USED 

 
Harmonics Currents Harmonics Voltages 

With PF Only With HPF With PF Only With HPF 

5 98,63 % 99 % 25,44 % 41,23 % 

7 97,4 % 97,67 % 58,33 % 41,67 % 

11 68,33 % 76,77 % 16,18 % 40,68 % 

13 64,71 % 74,24 % 17,06 % 41,92 % 

17 78,81 % 71,04 % 65,09 % 39,15 % 

19 62,07 % 70,94 % 7,98 % 43,08 % 

THD 86,1 % 91,05 % 10,01 % 36,98 % 
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IV. DISCUSSIONS 

After the simulation results, we note that with the use 

of passive filtering (Filter 5 and 7) that there a total 

elimination of harmonic 5
th

 and 7
th

 which have large 

amplitudes; The harmonic 5 is reduced from 19% to   

0,26% with rate of 98,63%; the harmonic 7 from 12,29% 

to 0,32% with rate of 97,4% and for the current THD is 

reduced from 24,46% to 3,40% with rate 86,1% For the 

voltage THD is reduced from 7, 49% to 6,74% with rate 

of 10,01%  

The obtained results for hybrid filter showed clearly 

that the use of is better than utilization of passive filter 

only especially for mitigation of voltages harmonics from 

7,49% to 4,27 with rate of 36,98% under norm (5%). and 

the same for the current THDI from 24,46% to 2,19% 

(Under Standard) with rate of 91,05% [14].  

In Fig. 7 shows the delay between current and source 

voltage is big but the Fig. 13 illustrates the delay 

reduction between source current and voltage; i.e. power 

factor correction when the hybrid filter is connected. 

In Fig. 8 we see that it to be disruptive phenomena 

associated with voltage as imbalance and flicker and after 

use a Hybrid Filter we note that these phenomena are 

reduced (Fig. 14) and this because the injected voltage by 

this filter. 

V. CONCLUSION 

In this paper we have presented the three-phase hybrid 

active power filter for compensation of harmonic currents 

generated by the non-linear load. The fuzzy logic control 

based HPF for three-phase system is modeled and 

simulated in MATLAB/SIMULINK environment. The 

main objective of this research work has been 

accomplished.  

The total harmonic distortion of the supply current and 

voltage has been decreased at a high level in the 

simulation. Which is an achievement to meet the IEEE 

519 recommended harmonic standard. In fact, not only 

the harmonics were reduced to an acceptable rate, but 

also the transient response time was minimized. 

Moreover, the utility power factor was corrected, 

unbalanced voltage and flicker is minimized. 
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Abstract This paper presents a modern approach for

speed control of an induction motor (IM) using the particle

swarm optimization (PSO) method for determining the

optimal parameters, Kp and Ki, of the integral proportional

(IP) controller. The use of PSO as an optimization algo-

rithm makes the drive robust, with faster dynamic

response, higher accuracy and insensitive to load variation.

Comparison between different controllers is achieved,

using an IP controller which is tuned by two methods,

firstly manually and secondly using the PSO technique.

Integral time absolute error, integral absolute error and

integral square error performance indices are considered to

satisfy the required criteria in output speed of an IM. From

the simulation results it is observed that the IP controller

designed with PSO yields better results when compared to

the traditional method in terms of performance index.

Keywords Induction motor � Field oriented control �
Integral proportional (IP) controller � Particle swarm

optimization (PSO) � Tuning off-line

1 Introduction

Field-oriented control (FOC) or vector control of induction

machine achieves decoupled torque and flux dynamics

leading to independent control of the torque and flux as for

a separately excited DC motor. This control strategy can

provide the same performance as achieved from a sepa-

rately excited DC machine. This technique can be per-

formed by two basic methods: direct vector control and

indirect vector control. Both direct field-oriented (DFO)

and indirect field-oriented (IFO) solutions have been

implemented in industrial drives demonstrating perfor-

mances suitable for a wide spectrum of technological

applications (Bousserhane et al. 2006).

However control of IM is complicated due to the fact

that in obtaining decoupled control of the torque and flux

producing components of the stator phase current, both the

magnitude and phase of the stator quantities need to be

controlled. In addition, there is no direct access to the rotor

quantities, such as rotor fluxes and currents. To overcome

these difficulties, high performance vector control algo-

rithms have been developed. These algorithms can

decouple the stator phase currents by using only the mea-

sured stator current and flux, as well as the rotor speed

(Elwer 2006).

In the last decade, various modern control techniques

such as adaptive control, variable structure control and

intelligent control have been intensively studied for con-

trolling the nonlinear components in power systems.

However, these control techniques have few real applica-

tions probably due to their complicated structures or the

lack of confidence in their stability. Therefore, the con-

ventional IP controllers, because of their simple structures,

are still the most commonly used control techniques in
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power systems, as can be seen in the control of the IM.

Unfortunately, tuning the IP controllers is tedious and it

might be difficult to tune the IP gains properly due to the

nonlinearity and the high complexity of the system (Qiao

et al. 2006).

Modern heuristic algorithms are considered as effective

tools for nonlinear optimization problems. The algorithms

do not require that the objective function has to be differ-

entiable and continuous. A particle swarm optimization

(PSO) is one of the modern heuristic algorithms and can be

applied to nonlinear and noncontinuous optimization

problems with continuous variables. It has been developed

through simulation of simplified social models (Naka et al.

2003).

The drive system has one speed IP controller which is

tuned using PSO instead of traditional tuning methods; the

drive system plays an important role in meeting the other

requirements. It should enable the drive to follow any

reference speed taking into account the effect of load and

speed variation.

Particle swarm optimization (PSO) was first introduced

by Kennedy and Eberhart (1995) (Poli et al. 2007). The

method is based on the simulation of animal social

behaviors such as fish schooling, bird flocking, and swarm

theory. Since it is population based and self-adaptive, it has

gained an increasing popularity as an efficient alternative to

the genetic algorithm (GAs) in solving optimization prob-

lems. Moreover, it is shown to be effective in optimizing

difficult multidimensional discontinuous problems in a

variety of fields. Similar to other population-based opti-

mization method such as the GA, the PSO algorithm starts

with random initialization of a population of individuals in

the search space. Each particle in the search space is

adjusted by its own flying experience and the other parti-

cles flying experience to find the global best solution at

each generation. Compared with the GA, PSO has

memorial ability to let the knowledge of good solutions be

retained by all particles, whereas the previous knowledge

need not be considered after each evolution in GA. Fur-

thermore, low computation cost, simplicity of implemen-

tation, and quick convergence ability make PSO popular in

many applications (Lin et al. 2009).

In this paper, we investigate the performance of PSO for

optimizing the IP speed controller gains of the Induction

Motor (IM) and compared with an IP controller which is

tuned manually.

2 Induction machine model

Using the dynamic model of an induction machine as a

controlled plant may be expressed in terms of the d-q axes

components in a synchronous rotating frame presented in,

the voltage equations in terms of stator current and rotor

flux linkage can be restated in matrix form as (Chaari et al.

2007):

disd

dt

disq

dt

d/rd

dt

d/rq

dt

2
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where r ¼ 1� M2

Ls:Lr
; Ts ¼ Ls

Rs
; Tr ¼ Lr

Rr
; xsl = xs - xr.

The electromagnetic torque and the rotor speed are

given by:

Tem ¼ P
M

Lr
/rdisq � /rqisd
� �

ð2Þ

dxr

xr

¼ P

J
Tem � P

J
Tl �

f

J
xr: ð3Þ

The position of field rotoric is determined by integration

of the stator pulsation, it even reconstituted by the speed of

the motor and the rotor pulsation (Mechernene et al. 2008):

hs ¼
Z

xr þ xslð Þdt ¼
Z

P:Xþ M:isq
Tr/rd

� �
dt: ð4Þ

2.1 The structure of field oriented control

In the rotor field oriented control scheme, the rotor flux

vector is aligned with the d-axis and it imposes the fol-

lowing condition (Ali et al. 2009):

/rd ¼ /r;/rq ¼ 0: ð5Þ

Thus by taking into account these new conditions and

employing (5) on the (1), the dynamic model of an

induction machine became:
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Vsd ¼ rLs
disd

dt
þ Rs þ

M2

TrLr

� �
isd � xsrLsisq �

M

TrLr
/r

ð6Þ

Vsq ¼ rLs
disq

dt
þ Rs þ

M2

TrLr

� �
isq þ xsrLsisd þ xr

M

Lr
/r

ð7Þ
d/r

dt
¼ M

Tr
isd �

1

Tr
/r ð8Þ

Tem ¼ P
M

Lr
/risq ð9Þ

xs ¼ P � XþM � isq
Tr/r

: ð10Þ

A block diagram for a direct field oriented controller can

be seen in the following section. This design uses a more

robust structure known as DFOC.

As can be seen in Fig. 1 these map the three phase stator

currents onto a direct and quadrature rotating reference

frame that is aligned with the rotor flux. This decouples the

torque and flux.

Producing components of the stator currents allows the

induction motor to be controlled in much the same way as a

separately excited DC machine. Three PI (Proportional

Integral) and one IP (Integral Proportional) regulators are

used to set the output reference voltages. The IP regulator

compares the speed set point with the measured mechanical

speed of the rotor and produces the stator current quadra-

ture axis reference, i�sq. The PI regulator compares the rotor

flux set point with the estimate rotor flux and produces the

stator current direct axis reference, i�sd. To operate themotor

above its nominal speed a technique known as Field

Weakening is used to reduce the rotor flux. The reference

currents are compared with the measured stator currents.

The error is used by the PI regulators to generate the output

stator voltages in the direct and quadrature axes. These are

transformed back onto the ‘‘a, b and c’’ axes using the

inverse Park transformer to allow the output voltage to be

generated directly using PWM.

3 Designing of IP-controller using PSO

The PSO as an optimization tool provides a population-

based search procedure in which individuals called par-

ticles change their position (state) with time. In a PSO

system, particles fly around in a multidimensional search

space. During flight, each particle adjusts its position

according to its own experience (This value is called

Pbest), and according to the experience of a neighboring

particle (This value is called Gbest), made use of the best

position encountered by itself and its neighbor (Lalitha

et al. 2010; Bekakra and Attous 2014), as shown in

Fig. 2.

This modification can be represented by the concept of

velocity. Velocity of each agent can be modified by the

following equation:

vkþ1 ¼ w � vk þ c1rand � ðPbest � xkÞ þ c2randðGbest � xkÞ
ð11Þ

Using the above equation, a certain velocity, which

gradually gets close to Pbest and Gbest can be calculated.

The current position (searching point in the solution space)

can be modified by the following equation:

xkþ1 ¼ xk þ vkþ1; k ¼ 1; 2; . . .; n ð12Þ
where xk is current searching point, xk?1 is modified

Fig. 1 Direct field oriented

control of induction motor with

PSO

vk

xk

vk+1

xk+1

vGbest Gbest
k

Pbest
k

vPbest

X

Y

Fig. 2 Concept of a searching point by PSO
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searching point, vk is current velocity, vk?1 is modified

velocity. Pbest is the best solution observed by current

particle and Gbest is the best solution of all particles, w is an

inertia weight, c1 and c2 are two positive constants, rand is

a random generated numbers with a range of [0,1].

The following inertia weight is used (Lalitha et al. 2010;

Bekakra and Attous 2014):

wðkÞ ¼ wmax �
wmax � wmin

kmax

� �
� k ð13Þ

where kmax, k is maximum number of iterations and the

current number of iterations, respectively. Where, wminand

wmax are the minimum and maximum weights respectively.

Appropriate value ranges for c1 and c2 are 1–2, but 2 is the

most appropriate in many cases. Appropriate values for

wmin and wmax are 0.4 and 0.9 (Eberhart and Shi 2000)

respectively.

The IP-controller is a good controller in the field of

machine control, but the problem is the mathematical model

of the plant must be known. In order to solve problems in the

overall system, severalmethods have been introduced to tune

IP-controller. Our proposed method uses the PSO to opti-

mize the speed IP-controller parameters, the PSO is utilized

off-line to determine the controller parameters (Kp and Ki)

based on speed error of the IM shown Fig. 1. The perfor-

mance of the IM varies according to IP controller gains and is

judged by the value of ITAE (Integral Time Absolute Error).

The performance index sum(ITAE) is chosen as an objective

function. The purpose of stochastic algorithms is tominimize

the objective function. All particles of the population are

decoded for Kp and Ki.

ITAE criterion is widely adopted to evaluate the

dynamic performance of the control system (Allaoua et al.

2009). The index ITAE is expressed in Eq. (14), as follows:

ITAE ¼
Z1

0

t � eðtÞj j � dt ð14Þ

Figure 3 presents the PSO-based approach to find the

global maximum value of objective function.

In this paper a time domain criterion is used for

evaluating the IP controller. The performance criteria

used for comparison between using a IP controller which

is tuned by PSO technique and manually. IP controller is

including integrated absolute error (IAE) and integrated of

squared error (ISE).

The IAE and ISE performance criterion formulas are as

follows (Allaoua et al. 2009):

IAE ¼
Z1

0

eðtÞj j � dt ð15Þ

ISE ¼
Z1

0

e2ðtÞ � dt ð16Þ

4 Simulation results

The IM used in this work is a 1.08 KW, whose nominal

parameters are indicated in appendix.

The parameters of PSO algorithms are showed in the

Table 1.

• After several experiments, we obtained the following

‘‘The augmentation of swarm size leads to complicate

Fig. 3 The flowchart of the PSO-IP control system

Table 1 Parameters of PSO

algorithms
Swarm size 15

Number of iteration 20

c1 = c2 2

wmax 0.9

wmin 0.4
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the calculation and a prolongation in computing time’’.

In our case swarm size =15 is a good selection.

• In our case, the number of maximum iteration = 20 is

satisfying for obtaining good results.

4.1 Load variation

In this test, a cyclic change of different load torque levels

are subjected to the motor at certain times and as

followings:

Time ¼ 0 0:8 0:8 1:1 1:1 1:4 1:4 1:7 1:7½ �;

Torque ¼ 0 0 5 5 3 3 � 3 � 3 0½ �;

After the Fig. 4 the best fitness value is 1.673e ? 006

appeared in iteration number 6. The current positions of the

15 particles of swarm during simulation for the iterations

N�01, N�04, N�06 and N�20, are presented in the Fig. 5.

These current positions of particles are represented the

values of Kp and Ki parameters during the simulation

where these parameters are changed in interval [0 20, 0 20].

A comparison between two controllers is achieved using

the IP controller which is tuned by two methods, the first is

manually and the second uses the PSO technique. The

results are shown through Figs. 6, 7, 8 and 9. Figure 6
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Fig. 4 The fitness function variation during simulation
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Fig. 5 Current position of particles of swarm during simulation for a iteration N�01, b iteration N�04, c iteration N�06 and d iteration N�20

Int J Syst Assur Eng Manag

123



shows the speed, electromagnetic torque, rotor flux and the

three-phase stator currents response using the IP controller

(in speed loop) that is tuned manually. From the figure it is

seen that there is a value of steady state error and there is a

high overshoot at the loading instant. The motor response

using PSO for tuning the IP controller is shown in Fig. 7

and from the figure there is a steady state error and an

overshoot smaller than that of Fig. 6 (speed scheme). The

response time is also smaller than that of Fig. 6.

In order to compare the performance of PSO-IP regu-

lator with manual-IP regulator in the same test, the Fig. 8

shows the simulated results comparison of traditional IP

(manual-IP) and PSO-IP regulators of speed control of IM

under load variation. Figure 9 shows a zoom of speed

answer during the starting and the application of the

disturbance. The PSO-IP controller based drive system

can handle the sudden change in load torque approxi-

mately without overshoot and undershoot and steady state

error, whereas the manual-IP controller has steady state

error and the response is not as fast as compared to PSO-

IP controller ‘‘as shown in Fig. 9’’. Thus the proposed

controller has been found superior to the conventional IP

controller.

A conclusion of the comparison between the two

methods is listed in Table 2. From this table, when

applying PSO method in the tuning purpose it gives a good

static error, it has an overshoot and a response time small

than the classical method.

Fig. 6 Results of speed control using the IP controller manual tuning under load variation
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5 Conclusion

The intelligent IP speed controller uses the PSO algo-

rithm to optimize the IP-parameters instead of the tra-

ditional trial and error method. This controller is

presented and tested. The Swarm Optimizer is used to

adapt the IP controller parameters. A comparison

between the different controllers is achieved using the IP

controller which is tuned by two methods, the first is

manually and the second uses the PSO technique. The

results show that the speed response of the traditional IP

controller has negligible steady state error. However

there is a high overshoot at the loading instant. The

motor performance (performance of motor speed) using

PSO for tuning the IP controller has a negligible steady

state error and also a negligible overshoot and the

response time is smaller than the previous case (manual-

IP). From the previous simulation results, the PSO suc-

ceeds in tuning off-line the IP controller more efficiently

Fig. 7 Results of speed control using the IP controller PSO tuning under load variation

Fig. 8 Simulated results comparison of IP manual tuning and of IP-

PSO tuning regulators of speed control under load variation
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than the traditional method, and shows a more dynamic

response.

Appendix A: Parameters

Rated values: 1.08 Kw; 220/380; 50 Hz; 2.83A/4.91 A,

1500 rpm.

Rated parameters: Rs = 10 X, Rr = 6.3 X, Ls = 0.

4642 H, Lr = 0. 4612 H, M = 0. 4212 H, P = 2.0,

J = 0.01 kg m2, f = 0.00 N-m/rad.

Fig. 9 Zoom of speed answer during the starting and the application of the disturbance

Table 2 Comparison between IP tuned manually and IP tuned by

PSO

Controller

motor response

IP tuned manually

Ki = 8.5; Kp = 2

IP tuned by PSO

Ki = 9.8196;

Kp = 18.7126

Static error (%) 0.083694 0.0262

Overshoot (%) 1.0196 0.0297

Response time (s) 0.1899 0.1683

IAE 18.79 15.97

ITAE 2.426 1.572

ISE 1983 1747

Int J Syst Assur Eng Manag

123



Appendix B: Nomenclature

Vsd, Vsq isd, isq, /rd and /rq are stator voltage, stator

current and rotor flux d-q components in the rotor flux

oriented reference frame;

Rs, Rr are the stator and rotor resistances;

Ls, Lr, M are the stator, rotor and mutual inductances;

xs, xr, xsl are the synchronous, rotor and slip speed in

electrical;

Tem, Tl are the electromagnetic torque and the load

torque respectively;

P is number of pole pairs;

J, f are the motor inertia and viscous friction coefficient

respectively;

IP Integral proportional;

FOC Filed oriented control;

PSO Particle swarm optimization;

IM Induction motor.
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Abstract. In this paper, a direct Sliding Mode Control (SMC) of Doubly Fed
Induction Generator (DFIG) driven by wind turbine with Space Vector Modu-
lation (SVM) inverter is presented. The SMC is used to track the stator active
and reactive power their references. The SVM inverter is used to improve the
quality of the energy generated by DFIG which allows the minimizing of stator
current harmonics and wide linear modulation range. Simulation results show
that the proposed control give good performance and good quality of the energy
where the THD of the stator current of the DFIG has small value.

Keywords: Doubly Fed Induction Generator � Sliding Mode Control
Wind Turbine � Space Vector Modulation � Total Harmonic Distortion

1 Introduction

One of the generation systems commercially available in the wind energy market
currently is the doubly fed induction generator (DFIG) with its stator winding directly
connected to the grid and with its rotor winding connected to the grid through a
variable frequency converter [1, 2].

Vector control technology is used to control the generator where the rotor of DFIG
is connected to an inverter of which the frequency, phase and magnitude can be
adjusted. Therefore, constant operating frequency can be achieved at variable wind
speeds [3].

This paper adopts the vector control method of stator oriented magnetic field to
realize the decoupling control of the stator active and reactive power using sliding
mode control (SMC).

The sliding mode theory, derived from the variable structure control family, was
used for the induction motor drive for a long time. It performs a robust control by
adding a discontinuous control signal across the sliding surface, satisfying the sliding
condition [4].

This paper presents a numerical simulation study of direct sliding mode control of
active and reactive power of the DFIG fed by SVM inverter to improve the quality of
the energy injected into the electrical grid.

© Springer Nature Switzerland AG 2019
M. Hatti (Ed.): ICAIRES 2018, LNNS 62, pp. 1–7, 2019.
https://doi.org/10.1007/978-3-030-04789-4_11
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2 DFIG Field Oriented Control

The Doubly Fed Induction Machine (DFIM) model can be described by the following
state equations in the synchronous reference frame whose axis d is aligned with the
stator flux vector, (/sd ¼ /s and /sq ¼ 0) [5, 6].

By neglecting resistances of the stator phases, the stator voltage will be expressed
by:

Vds ¼ 0 and Vqs ¼ Vs � xs � /s ð1Þ

The reactive power is imposed by the direct component ird .

Ps ¼ � Vs
M
Ls

irq ð2Þ

Qs ¼ V2
s

xsLs
� Vs

M
Ls

ird ð3Þ

The arrangement of the equations gives the expressions of the voltages according to
the rotor currents:

Vrd ¼ Rr � ird þ rLr
dird
dt � gxsrLrirq

Vrq ¼ Rrirq þ rLr
dirq
dt þ g M

Ls
Vs þ gxsrLrird

(
ð4Þ

With: Tr ¼ Lr
Rr
; Ts ¼ Ls

Rs
; r ¼ 1� M2

Ls�Lr.
The system studied in the present paper is constituted of a DFIG directly connected

through the stator windings to the grid, and supplied through the rotor by a static
frequency inverter as presented in Fig. 1.

Fig. 1. Configuration of the doubly fed induction generator
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3 Sliding Mode Control

3.1 Active Power Control by SMC

The active power error is defined by [4]:

e ¼ P�
s � Ps ð5Þ

The surface of active power control equation can be obtained as follow:

rsðPsÞ ¼ e ¼ P�
s � Ps ð6Þ

_rsðPsÞ ¼ _P�
s � _Ps ð7Þ

Substituting the expression of Ps

:
Eq. (2) in Eq. (7), we obtain:

_rsðPsÞ ¼ _P�
s � �Vs

M
Ls

_irq

� �
ð8Þ

We take:

Vrq ¼ Veq
rq þVn

rq ð9Þ

Where the equivalent control is:

Veq
rq ¼ Rrirq � P�

s

: LsLr:r
VsM

ð10Þ

Therefore, the correction factor is given by:

Vn
rq ¼ kVrqsatðrsðPsÞÞ ð11Þ

kVrq: positive constant.

3.2 Reactive Power Control by SMC

The reactive power error is defined by [4]:

e ¼ Q�
s � Qs ð12Þ

The surface of reactive power control equation can be obtained as follow:

rsðQsÞ ¼ e ¼ Q�
s � Qs ð13Þ

_rsðQsÞ ¼ _Q�
s � _Qs ð14Þ

Sliding Mode Control of DFIG Driven by Wind Turbine 3
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Substituting the expression of _Qs Eq. (3) in Eq. (14), we obtain:

_rsðQsÞ ¼ _Q�
s �

V2
s

xsLs
� Vs

M
Ls

_ird

� �
ð15Þ

We take:

Vrd ¼ Veq
rd þ Vn

rd ð16Þ

Where the equivalent control is:

Veq
rd ¼ Rrird � _Q�

s
LsLr � r
VsM

ð17Þ

Therefore, the correction factor is given by:

Vn
rd ¼ kVrdsatðrsðQsÞÞ ð18Þ

kVrd: positive constant.

4 Simulation Results

The DFIG used in this work is a 4 kW, whose nominal parameters are indicated in
appendix.

To verify the feasibility of the proposed control scheme, computer simulations were
performed using Matlab/Simulink software.

We have proposed a random variable wind speed as shown in Fig. 2 to verified the
robustness of the proposed control,

Figure 3 shows the turbine rotor speed. Figure 4 presents the power coefficient
variation Cp, it is kept around its maximum value Cp ¼ 0:5.

Figure 5a presents the stator active power and its reference profile injected into the
grid. The stator reactive power and its reference profile are presented in Fig. 5b. After
these figures a very good decoupling obtained between the stator active and reactive
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power. It is clear that the actual stator active power tracks its desired values using the
proposed control with the presence of the oscillations produced by the chattering
phenomena of the SMC, where the reactive power is maintained to zero to guarantee a
unity power factor (cosð/Þ ¼ 1) at the stator side.

Figure 6 shows the DFIG stator current changes versus time and its zoom, it shows
good sinusoidal currents, where the amplitude of this current increases when the wind
speed increases.

Figure 7 shows the harmonic spectrum of the output phase stator current which
obtained by using Fast Fourier Transform (FFT) technique. It can be clearly observed
that the stator current has a low Total Harmonic Distortion (THD) where its value is
4.38%, as indicated in the Fig. 7. Where this value is acceptable according to “IEEE
Std 519-1992” which recommended by “require AC sources that have no more than
5% Total Harmonic Distortion” [7].
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Fig. 5. (a) Stator active and (b) reactive power
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5 Conclusion

In this paper, a direct sliding mode control (SMC) of active and reactive power based
on DFIG driven by wind turbine with space vector modulation (SVM) inverter has
been studied and designed in Matlab/Simulink software.

The SMC has been used to track the stator active and reactive power their refer-
ences. The stator active and reactive powers are exchanged between the stator of the
DFIG and the electrical grid by the control of the rotor inverter where the simulation
results show good dynamic performances and good robustness of the proposed control.

In addition, SVM technique is used for the inverter control to improve the quality of
energy injected into the electrical grid, which this technique allows the minimizing of
stator current harmonics and wide linear modulation range where the THD of the stator
current has the value 4.38% (<5% according IEEE Std 519-1992).
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Appendix

DFIG Data:

Rs = 1.2 X, Rr = 1.8 X, Ls = 0.1554 H, Lr = 0.1568 H, M = 0.15 H, P = 2,
J = 0.2 kg.m2, f = 0.001 N.m.s/rad.
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ABSTRACT 

This paper describes different power quality problems in distribution systems and their solutions with power electronics based 

equipment. A hybrid power filter in combined system of shunt passive and series active power filter has been designed and simulate 

with Matlab/Simulink. This filter is a three level PWM voltage source inverter and we use a fuzzy logic controller algorithm to 

control the harmonic voltages. The viability of the proposed algorithm is validated in this work. This hybrid power filter is able to 

compensate the reactive power (showed that source voltage is sinusoidal and in phase with source current), and harmonics 

(voltage & current) for three phase of the non linear load current proposed with RL and RC load. The proposed solution has 

achieved an improvement of power quality in distribution system specifically the reduction of currents  and voltages harmonics, we 
see that through the values of THDI and THDV that are still below the IEC (61000) standard after filtering. 

 

Keywords: Active Power Filter, Hybrid Filter, Passive Filter, Power quality, Harmonics; THD; fuzzy controller 

 

 

1. INTRODUCTION 

The increased severity of harmonic pollution in power 

networks with the development of power semiconductors 

and power-electronics application techniques has attracted 

the attention to develop dynamic and adjustable solutions 

to the power quality problems. These power harmonics are 

called electrical pollution which will degrade the quality 

of the power supply. As a result, filtering process for these 

harmonics is needed in order to improve the quality of the 

power supply.   

Therefore, these harmonics must be mitigating. In 

order to achieve this, series or parallel configurations or 

combinations of active and passive filters have been 

proposed depending on the application type [1], [2]. 

Traditionally, a passive LC power filter is used to 

eliminate current harmonics when it is connected in 

parallel with the load [3]. This compensation equipment 

has some drawbacks mainly related to the appearance of 

series or parallel resonances because of which the passive 

filter cannot provide a complete solution. Since the 

beginning of the 1980s, active power filters (APFs) have 

become one of the most habitual compensation methods 

[4]. A usual APF consists of a three-phase pulse width 

modulation (PWM) voltage source inverter. The APF can 

be connected either in parallel or in series with the load. 

The first one is especially appropriate for the mitigation of 

harmonics of the loads called harmonic current source. In 

contrast, the series configuration is suitable for the 

compensation of loads called harmonic voltage source. 

However, the costs of shunt active filters are relatively 

high for large-scale system and are difficult to use in high-

voltage grids. In addition, their compensating performance 

is better in the harmonic current source load type than in 

the harmonic voltage source load type [7], [8]. 

 

 

2. POWER QUALITIES AND THEIR SOLUTION  

Power Quality (PQ) related issues are of most concern 

nowadays. The widespread use of electronic equipment, 

such as information technology equipment, power 

electronics such as adjustable speed drives (ASD), 

programmable logic controllers (PLC), energy-efficient 

lighting, led to a complete change of electric loads nature 

[8].  These loads are simultaneously the major causers and 

the major victims of power quality problems. Due to their 

non-linearity, all these loads cause disturbances in the 

voltage waveform Along with technology advance, the 

organization of the worldwide economy has evolved 

towards globalization and the profit margins of many 

activities tend to decrease. The increased sensitivity of the 

vast majority of processes (industrial, services and even 

residential) to PQ problems turns the availability of 

electric power with quality a crucial factor for 

competitiveness in every activity sector.  There are two 

approaches to the mitigation of power quality problems. 

The first approach is called load conditioning, which 

ensures that the equipment is less sensitive to power 

disturbances, allowing the operation even under 

significant voltage distortion. The other solution is to 

install line conditioning systems that suppress or 

counteracts the power system disturbances. A flexible and 

versatile solution to voltage quality problems is offered by 

active power filters. Currently they are based on PWM 

converters and connect to low and medium voltage 

distribution system in shunt or in series. Series active 

power filters must operate in conjunction with shunt 

passive filters in order to compensate load current 

harmonics. Shunt active power filters operate as a 

controllable current source and series active power filters 

operates as a controllable voltage source [6], [9].  Both 

schemes are implemented preferable with voltage source  

 

PWM inverters, with a dc bus having a reactive element 

such as a capacitor. Active power filters can perform one 
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or more of the functions required to compensate power 

systems and improving power quality [7], [11]. 

3. SERIES APF TOPOLOGY DESCRIPTION AND 

MODELING 

 

3.1 Description of the APF Topology 

Fig.1 shows the topology of the combined SAPF and 

shunt passive filter (PF), acting as zero impedance for the 

fundamental frequency and as high resistor for the 

harmonics frequencies. The APF, which is supplied by a 

low power PWM inverter, is connected in series with the 

main supply and the non-linear load through the current 

transformer. The passive filter connected in parallel to the 

load is used to damp the 5th and the 7th harmonic of Vl 

because of their high amplitudes 

 

Fig. 1  General Configuration of a combined filter 

The series APF acts as a voltage source and inject a 

compensating voltage in order to obtain a sinusoidal load 

voltage. The developments in digital electronics, 

communications and in process control system have made 

the loads very sensitive, requiring ideal sinusoidal supply 

voltage for their operation 

3.2 Modeling 

Fig.2. shows the per-phase equivalent scheme of the 

studied topology  

Fig. 2  Per-phase equivalent scheme. 

 

Where: 

es, is, Ls, Rs: Source voltage, source current, source  

inductance, and source resistance, 

Vs: Line voltage, 

Vl, il : Load voltage and load current, 

Vsl: Controllable voltage source representing the series 

active power filter, 

if, Cf, Lf: Shunt passive filter current, passive filter 

capacitance, and passive filter inductance. 

This equivalent scheme is modeled by (1) and (2): 

Vsl = Vs− Vl                                                                                                     (1) 

is= if+ il                                                                       (2) 

Where, 

Vs= es– (Rs⋅is) – (Ls dt/dis)                                          (3) 

The voltage error is given by: 

ΔVsl = Vslref− Vsl                                                                                          (4) 

Vslref :  is expressed by: 

Vslref= Vsh− Vlh                                                                                             (5) 

Vsh= k. ish                                                                                                         (6) 

Vsh, Vlh, ish: represent, respectively, the harmonic 

components present in Vs, Vl, and is. 

k: is a current sensor gain. 

3.3 APF Voltage references determination 

The harmonic component Vslh of Vsl  is defined by: 

Vslh= Vsl− Vslf                                                                                                (7) 

First, we extract the p-q components of Vsl: 

[
𝑉𝑠𝑙𝑝
𝑉𝑠𝑙𝑞

] = 𝐶𝑝𝑞𝐶32 [

𝑉𝑙𝑎
𝑉𝑙𝑏
𝑉𝑙𝑐

]                                                 (8) 

Cpq, C32 representing the Park matrix and Concordia 

matrix given respectively by: 

Cpq = [
sin⁡(ωt) −cos⁡(ωt)
−cos⁡(ωt) −sin⁡(ωt)

]                                (9) 

C32 = √2 3⁄ [
1 −1 2⁄ −1 2⁄

0 √3 2⁄ −√3 2⁄
]                         (10) 

 

is                                                     il 

 

                                   if   

 

il 
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Next, decomposition of Vslpand Vslqinto continuous 

components⁡V̅slp,V̅slqand alternative componentsṼslp,  Ṽslq 

Vslp = V̅slp+Ṽslp                                                        (11) 

Vslq =V̅slq+Ṽslq                                                         (12) 

V̅slp ,V̅slqare obtained via a second order low-pass 

filter. 

Then, the obtained three-phase fundamental 

components are presented below: 

 

[

𝑉𝑠𝑙𝑓𝑎
𝑉𝑠𝑙𝑓𝑏
𝑉𝑠𝑙𝑓𝑐

] = 𝐶32𝐶𝑝𝑞
−1 =[

V̅slp

V̅slq
]                                        (13) 

Finally, this algorithm can be represented as shown in 

the block diagram of Fig.3. 

 

Fig. 3  Block diagram of voltages references determination 

3.4 Inverter control using PWM 

The control method is aimed to control PWM inverter 

to produce the desired compensation voltage, in the output 

of series APF. This method is achieved by implementing a 

fuzzy logic controller [5-10] which starts from the 

difference between the injected voltage (Vinj) and the 

calculated reference voltage (Vslf) that determines the 

reference voltage of the inverter (modulating wave). This 

reference voltage is compared with two carrying triangular 

identical waves shifted one from other by a half period of 

chopping producing the control signal to control the on-

off of the IGBT. The general block diagram of voltage 

control is shown in Fig.4. 

 

 

Fig. 4  PWM synoptic block diagram of voltage control 

The control of inverter arm constituting the series 

active filter is summarized in the two following steps. 

- Determination of the intermediate signals Vi1 and Vi2. 

Iferror ≥ carrying 1 => Vi1 = 1 

If error <carrying 1 => Vi1 = 0 

If error ≥ carrying 2 => Vi2 = 0 

If error <carrying 2 => Vi2 =-1 

Determination of control signals of the switches         

Tij (j = 1, 2, 3, 4). 

If (Vi1+ Vi2) = 1 => Ti1 = 1, Ti2 = 1, Ti3 = 0, Ti4 = 0 

If (Vi1+ Vi2) = 0 => Ti1 = 0, Ti2 = 1, Ti3 = 1, Ti4 = 0 

If (Vi1+ Vi2) = -1 => Ti1 = 0, Ti2 = 0, Ti3 = 1, Ti4 = 1 

3.5 Fuzzy Control Application 

Fuzzy logic serves to represent uncertain and 

imprecise knowledge of the system, whereas fuzzy control 

allows taking a decision even if we can’t estimate 

inputs/outputs only from uncertain predicates. Fig. 5, 

shows the synoptic scheme of fuzzy controller, which 

possesses two inputs (the error (e),                 

     (e = Vslf –Vinj) and its derivative (de)) and one 

output (the command (cde)). [5] 

 

 
 

Fig. 5  Fuzzy controller synoptic diagram 
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5. SIMULATION RESULTS  

The simulation is carried out using a program working 

in MATLAB/ Simulink environment. For non linear load 

we use a three phase diode rectifier with RL and RC load  

Table 1  System Parameters  

 

Source 

es 230 V 

Ls 5,5  mH 

Rs 3,6 Ω 

Load 
R 25 Ω 

L 55 mH 

 C 2200µF 

Passive filter 
Lf5 ; Cf5 13,5 mH ;30 µF 

Lf7 ; Cf7 6,75 mH ;50 µF 

Ripple filter Lfr ; Cfr 13,5 mH ;50 µF 

Turns Ratio of Coupling Transformer 1:1 

Switching Frequency 20 KHz 

 

5.1 Simulation Results before Filtering   

Simulation Results with RL Load 

 
Fig. 6  Waveforms of load (current, voltage), and their delay for 

RL 

 

 

Fig. 7  Harmonic Spectrum of current    

 

Fig. 8  Harmonic Spectrum of voltage    

Simulation Results with RC Load 

 
Fig. 9  Waveforms of load (current, voltage), and their delay for 

RC 

 

 
Fig. 10  Harmonic Spectrum of current 
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Fig. 11  Harmonic Spectrum of current voltage    

 

5.2 Simulation Results after Filtering   

 

Simulation Results with RL Load 

 
Fig. 12  Waveforms of sources (current, voltage), and 

their delay HP  

 
Fig. 13  Voltages references of HF for RL load 

 
Fig. 14  Harmonic spectrum of current with HP 

 
Fig. 15  Harmonic spectrum of voltage with HP 

 

 

Simulation Results with RC Load 

Fig. 16  Waveforms of sources (current, voltage), and their delay  
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Fig. 17  Voltages references of HF for RC load 

 

 
Fig. 18  Harmonic Spectrum of current  

 

 
Fig19. Harmonic Spectrum of voltage    

 
 

 

Table 2  Simulation Results of harmonics currents 

 

Harmonic 

Currents 

RL Load RC Load 

Before 

Filtering 

After 

Filtering 

Before 

Filtering 

After 

Filtering 

5 19,00 % 0,19 % 68,54 % 0,32 % 

7 12,29 % 0,03 % 44,63 % 0,46 % 

11 6,63 % 1,54 % 7,61 % 1,66 % 

13 4,93 % 1,27 % 2,07 % 0,52 % 

17 3,35 % 0,97 % 2,93 % 0,79 % 

19 2,03 % 0,59 % 1,08 % 0,31 % 

THDi 24,46 % 2,19 % 81,76% 2,03 % 

 
 

 

 

Table 3  Simulation Results of harmonics voltages 

 

Harmonic 

Voltages  

RL Load RC Load 

Before  

Filtering 

After 

Filtering 

Before  

Filtering 

After  

Filtering 

5 1,14 % 0,67 % 1,35 % 0,81 % 

7 0,48 % 0,28 % 0,37 % 0,16 % 

11 4,08 % 2,42 % 4,19 % 2,33 % 

13 3,34 % 1,94 % 2,38 % 1,39 % 

17 2,12 % 1,29 % 2,44 % 1,31 % 

19 1,88 % 1,07 % 2,00 % 1,17 % 

THDv 7,49 % 4,27 % 8,12 % 4,64 % 

 

 

6. CONCLUSION 

In this article, we show the advantages of the hybrid 

power filter which consists of a combination of shunt 

passive filter and series active filter to improve the power 

quality especially harmonic mitigation (current and 

voltage) in three phase system with the use of fuzzy logic 

controllers.  

The results obtained with the use of the hybrid filter ( 

SAPF & PF ) have clearly shown that mitigation are 

important of harmonic current of THDI from 24,46 % to 

2,19% ( Under the standard 5% ) ; and even for harmonic 

voltages of THDV from 7,49 to 4,27 % (Under  the 

standard .In figure 6 shows the delay between the voltage 

and current source is high but the figure 14 illustrates the 

reduction in the time between the current and the voltage 

of the source; ie correcting the power factor when the 

hybrid filter ( SAPF & FP)  is connected .  

The fuzzy logic controller has improved the 

performance of the equilibrium state of the series active 

power filter. The effectiveness of the proposed system is 

proved by simulation. 

 

REFERENCES 

[1] SALMERON - LITRAN: Improvement Of The 

Electric Power Quality Using Series Active and 

Shunt Passive Filters, IEEE Trans. On Power 

Delivery, Vol. 25, N0. 2, APRIL, 2010. 

[2]   SINGH, B. – AL-HADDAD, K. – CHANDRA, A.: 

A review of active filters for power quality 

improvement, IEEE Trans. Ind. Electron., Vol. 46, 

No. 5, pp. 960–971, Oct. 1999. 

[3]  CHIANG, H. K. – LIN, B. R. – KAI-TSANG, YANG 

– KUAN-WEI WU.: Hybrid Active Power Filter for 

power quality compensation, EEEE PEDS 2005, pp 

950-954. 

[4]  LIN, B.R. – CHIANG, H.K. – HUANG, C. H.: Three-

phase three level active power filter with a clamped  

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
-150

-100

-50

0

50

100

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
-200

-100

0

100

200

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
-100

0

100

200

300

Time(s) 

v
s
lf
a
 (

V
) 

v
s
lf
b
 (

V
) 

v
s
lf
c
 (

V
) 

0 2 4 6 8 10 12 14 16 18
0

10

20

30

40

50

60

70

80

90

100

Order of Harmonic

A
m

p
lit

u
d
e
 [

%
]

0 2 4 6 8 10 12 14 16 18
0

10

20

30

40

50

60

70

80

90

100

Order of Harmonic

A
m

pl
itu

de
 [

%
]



Acta Electrotechnica et Informatica, Vol. 15, No. 4, 2015 43 

 

ISSN 1335-8243 (print) © 2015 FEI TUKE                                                                                                     ISSN 1338-3957 (online), www.aei.tuke.sk 

        capacitor topology, IEE, Electric Power 

Applications, July 2006, pp. 513 – 522. 

[5]   SAAD, S. – ZELLOUMA, L.: Fuzzy logic controller 

for three-level shunt active filter compensating 

harmonics and reactive power, Elesevier, Electric 

Power Systems Research 79 (2009) 1337– 1341. 

[6]   LEE, G. M. – LEE, D. C. SEOK, J. K.: Control of 

series active power filters compensating for source 

voltage unbalance and current harmonics, IEEE 

Trans. Ind. Electron., vol. 51, no. 1, pp. 132–

139,Feb. 2004. 

[7]   HERRERA, R. S. – SALMERÓN, P.: Instantaneous 

reactive power theory : A comparative evaluation of 

different formulations, IEEE Trans. Power Del., vol. 

22, no. 1, pp. 595–604, Jan. 2007 

[8]   YANG, H. – REN, S.: A practical series-shunt hybrid 

active power filter based on fundamental magnetic 

potential self-balance, IEEE Trans.Power Del., vol. 

23, no. 4, pp. 2089–2096, Oct. 2008. 

[9]  MIKKILI, S. – PANDA, A. K.: Simulation and RTDS 

Hardware implementation of SHAF for Mitigation of 

Current Harmonics with pq and Id-Iq Control 

strategies using PI controller, Engineering, 

Technology & Applied Science Research, Vol. 1, 

No. 3, pp. 54-62, 2011 

[10] SURESH, M. – PANDA, A. K. – YELLASIRI, S.:

Fuzzy controller based 3phase 4wire shunt active 

Filter for mitigation of current harmonics with 

combined p-q and Id-Iq control strategies, Journal of 

Energy and Power Engineering, Vol. 3, No. 1, pp. 

43-52, 2011 

[11] GEORGE, S. – AGARWAL, V.: Optimum control of 

selective and total harmonic distortion in current and 

voltage under nonsinusoidal conditions, IEEE Trans. 

Power Del., vol. 23, no. 2, pp. 937–944, Aprl 2008 

[12] IEEE Standard 519-1992, Recommended Practices 

and Requirements for Harmonic Control in Electrical 

Power Systems, The Institute of Electrical and 

Electronics Engineers, 1993. 

Received February 16, 2015, accepted March 3, 2016 

 

BIOGRAPHIES 

 

Dr. Yacine  Djeghader  
Was born on 05.07.1980  in Annaba  -ALGERIA- , he 

received the B-S degree, M-S degree and Ph.D degree in 

electrical Engineering with honor  from Annaba 

University, Algeria in 2003, 2006 and 2011 respectively. 

Presently: He is Assistant Professor in Electrical 

Engineering in Souk Ahras University, Algeria; 

Field of interest: Power Quality, Power System, FACTS, 

Power Electronic. Phone: +213665741133,  

Email: djeghaderyacine@yahoo.fr 

yacine.djeghader@univ-soukahras.dz 

 

 

 

 


